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Abstract
Sentiment analysis, a method used to classify textual content into positive, neg-
ative, or neutral sentiments, is commonly applied to data from social media
platforms. Arabic, an official language of the United Nations, presents unique
challenges for sentiment analysis due to its complex morphology and dialec-
tal diversity. Compared to English, research on Arabic sentiment analysis is
relatively scarce. Transfer learning, which applies the knowledge learned from
one domain to another, can address the limitations of training time and com-
putational resources. However, the development of transfer learning for Ara-
bic sentiment analysis is still underdeveloped. In this study, we develop a
new hybrid model, RNN-BiLSTM, which merges recurrent neural networks
(RNN) and bidirectional long short-term memory (BiLSTM) networks. We used
Arabic bidirectional encoder representations from transformers (AraBERT), a
state-of-the-art Arabic language pre-trained transformer-based model, to gener-
ate word-embedding vectors. The RNN-BiLSTM model integrates the strengths
of RNN and BiLSTM, including the ability to learn sequential dependencies
and bidirectional context. We trained the RNN-BiLSTM model on the source
domain, specifically the Arabic reviews dataset (ARD). The RNN-BiLSTM model
outperforms the RNN and BiLSTM models with default parameters, achieving
an accuracy of 95.75%. We further applied transfer learning to the RNN-BiLSTM
model by fine-tuning its parameters using random search. We compared the
performance of the fine-tuned RNN-BiLSTM model with the RNN and BiLSTM
models on two target domain datasets: ASTD and Aracust. The results showed
that the fine-tuned RNN-BiLSTM model is more effective for transfer learning,
achieving an accuracy of 95.44% and 96.19% on the ASTD and Aracust datasets,
respectively.
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1 INTRODUCTION

As the Internet becomes more widely used, social media networks have become essential for sharing information and
connecting with people around the world.1–3 Many users use blogs and social media to express their opinions on individ-
uals, events, places, and products,4,5 impacting many businesses through their comments. Sentiment analysis (SA) is a
research field that aims to identify the emotions and opinions of a specific group toward a particular topic or product.6 It
employs natural language processing (NLP), computational linguistics, text analysis, and machine learning (ML) to iden-
tify the sentiment of a phrase, classifying it as positive, negative, or neutral. SA has numerous analytic levels, including
document, sentence, aspect, word, character, and sub-word levels. Sentiments posted on social media are an extensively
valuable resource for governments, businesses, and other organizations. For instance, companies can monitor the efficacy
of their products and services by analyzing feedback received from social media platforms. In addition, they can collect
valuable data and business expertise to enhance the development of future products and services. Furthermore, organi-
zations can figure out the level of satisfaction or dissatisfaction that customers have toward their products and services
in order to enhance their reputation. Moreover, they can determine potential consumers from the whole audience and
conduct market divisions to enhance business decisions.7,8 Due to the vast amount of online data that includes opinions
from individuals, it is not practical to manually analyse this data since this is time-consuming, costly, and subjective,9
therefore, researchers are focusing on SA.

The Arabic language plays a significant role in social network communication, with an increasing number of users
utilizing this language daily. There are more than 400 million people who use it every day, and it is one of the official
languages of the UN. While SA has garnered researchers’ interest, analyzing sentiments in Arabic content has limita-
tions and is developing slowly compared to languages such as English.10 The Arabic research limitation is because of
various factors: Firstly, the language form can be classified into classical Arabic (CA), modern standard Arabic (MSA),
and dialect Arabic (DA). Classical Arabic (CA), the earliest form of Arabic, follows exact morphological and grammati-
cal principles. It is also primarily used for reading literary works, prayers, and the Holy Qur’an. Modern standard Arabic
(MSA) is the primary language in the Arab world. It is used in official contexts, including documents, areas for study,
and writing books. Dialectical Arabic (DA) is the dialect-based language that individuals use to communicate on a daily
basis. It is used in social media posts and conversations from daily life. Geographical and social class differences influ-
ence the Arabic dialects. Secondly, the Arabic orthography: Arabic letters change their appearance depending on where
in a word they are located (beginning, middle, or end). Nouns are not capitalized, and the writing is from right to left.
The majority of Arabs speak their own dialect of Arabic rather than Modern Standard Arabic (MSA). The presence
or absence of diacritics can change the meaning of words. On social media, the majority of words are devoid of dia-
critics, hence enhancing the difficulty of analysis.11 Thirdly, language morphology: in Arabic, a word can consist of a
stem or root alongside one or more affixes. The root can produce various words with various meanings, hence increas-
ing the complexity during language analysis. Therefore, Arabic NLP applications must handle the Arabic language’s
complexity.

Considering latest developments in deep learning (DL) techniques across several domains, researchers and data sci-
entists have extensively employed them for handling natural language processing tasks, including sentiment analysis.
DL models such as recurrent neural networks (RNNs), long short-term memory (LSTM), and bidirectional LSTM (BiL-
STM) have the ability to capture meaningful representations of textual input. The word embedding (WE) is an essential
element in various DL techniques that has become prevalent due to its ability to augment the efficacy of neural networks
and optimize the performance of DL models.12 The majority of prior Arabic research has predominantly utilized DL mod-
els that prioritize context-independent word embedding, such as Word2Vec, GloVe, and fastText. These models assign a
consistent representation to each word, irrespective of its contextual usage. When contrasting the Arabic dataset to the
English dataset, common techniques face challenges in outperforming in activities related to classification or forecast-
ing. As a result, the Arabic bidirectional encoder representations from transformers (AraBERT) model will be applied
for Arabic sentiment analysis. The AraBERT is a pre-trained language model based on Google’s BERT architecture for
Arabic language processing tasks.13 Transfer learning (TL) improves classifier performance by enabling knowledge to be
transferred from one domain or dataset to others that have not been seen before, allowing the classifier to become more
generalizable. It has lately gained popularity among researchers and data scientists due to the drawbacks of traditional
ML techniques. The traditional ML algorithms require starting from scratch during training, which is costly computa-
tionally and requires a large amount of data to get acceptable performance. Additionally, a separate training approach is
employed, wherein every model receives independent training without employing prior knowledge for a specific job. TL
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is still successful even when the domains, tasks, and distributions utilized for training and testing are varied.14 Although
DL methods have increased the accuracy of Arabic SA, these approaches can still be improved.15

This study chose to develop a classification model for both positive and negative sentiments because neutral sen-
timent did not indicate whether the service was good or bad; only positive and negative attitudes were chosen. It
might also depend on a polite and understanding consumer who treats things normally. Additionally, neutral senti-
ment merely presents things as normal, whereas telecom companies are more focused on “what was good or bad”
specifically. As a result, only the positive and negative sentiment classes were chosen for this study. Therefore, the
most significant contributions of this study are as follows: first, to extract features from Arabic text using the AraBERT
model. Second, to develop a novel deep neural network that combines the RNN and BiLSTM models, referred to as
RNN-BiLSTM, for Arabic sentiment analysis. Third, to optimize the performance of the hybrid model as well as the RNN
and BiLSTM models using the hyper-parameter fine-tuning method. Fourth, evaluate the developed approach with an
Arabic dataset.

This article has the following sections: Section 2 discusses the literature review. Section 3 outlines the proposed
methodology. Section 4 presents the experimental study and results analysis. Section 5 presents the results as well as a
discussion of the significant results. Lastly, Section 6 presents a concise conclusion derived from the conducted research
and the obtained findings.

2 LITERATURE REVIEW

2.1 Models for Arabic sentiment analysis

In recent times, there has been a notable growth in the utilization of social media platforms by individuals for the pur-
pose of expressing their perspectives or providing feedback, either positive or negative, regarding a particular service.
Sentiment analysis has grown significantly lately due to the advancements in technology and the abundance of social
media data. This can be attributed to the importance of utilizing opinions derived from the analysis of the user’s social
media material in the process of decision-making. The study of Reference 16 investigated public sentiment toward the
recent Monkeypox epidemic using a CNN-LSTM hybrid model on a publicly available dataset of tweets relevant to the
epidemic. The hybrid model achieved a significant accuracy of approximately 91% by employing various preprocessing,
validation, and encoding procedures. Furthermore, the hybrid model was validated by comparing it to traditional machine
learning techniques. The authors in Reference 17 examined the application of deep learning techniques, specifically the
LSTM model, in the context of sentiment analysis of customer reviews. The Amazon review dataset was implemented to
gain insights into product quality and performance. In addition, a comparative analysis was performed between the deep
LSTM model and other traditional machine learning techniques, such as SVM, naive bayes, decision tree, and logistic
regression. The LSTM model achieved an accuracy of 93.66%. In Reference 18, the authors studied the classification of
reviews among various ethnic groups using real-time data from a social media network. The reviews were categorized
based on sentiment polarity, including positive, negative, and neutral. Also, the study used a CNN technique to carry out
experiments and compare findings with other machine learning techniques. The results indicated that the CNN model
achieved levels of accuracy up to 94.47%, 95.4%, and 94% when evaluating the Phone, Laptop, and TV review datasets,
respectively.

ML methods have become prevalent in the field of SA. However, the effectiveness of these methods for handling raw
data is limited, and the representation of features has a big impact on how well a ML model performs. Due to its efficacy,
the DL technique has garnered significant attention across several domains. Consequently, researchers and data scientists
have progressively employed this technique to tackle the challenge of SA. Although current DL algorithms have increased
the accuracy of SA in Arabic, these approaches still require improvement.15

The researchers in Reference 19 did a sentiment analysis of user reviews for movies by employing three machine learn-
ing models: SVM, multinomial Naive Bayes, and Bernoulli classifiers. These models were applied to different datasets.
The results of the study showed that the SVM achieved a 90% accuracy rate, outperforming the performance of the other
two models.

The authors in Reference 20 employed DL techniques to examine the emotional content of Arabic tweets, and they
proposed categorization of statements into four emotions. They did a comparison between the CNN algorithm, ML algo-
rithms, multi-layer perceptron (MLP), SVM, and Naive Bayes (NB) algorithms in the task of emotion classification of
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Arabic tweets. The findings of the study indicate that the CNN algorithm demonstrated superior performance compared
to the ML algorithms, achieving an accuracy rate of 99.82%.

In Reference 21, many architectures of DL methodologies were devised, including RNNs with LSTM, RNNs with
Bi-LSTM, and CNNs. The study employed restaurant reviews obtained from Yelp in order to conduct sentiment catego-
rization using binary and multi-class approaches. The findings indicate that the Bi-LSTM model demonstrated superior
performance with regard to accuracy compared to other models, earning a score of 95.76% for binary classification and
64.03% for multi-classification.

In a further investigation conducted by Reference 22, two DL techniques, namely LSTM and Bi-LSTM, were employed
to categorize sentiments in texts written in the Saudi Arabian dialect. This study employed a combination of two
DL approaches alongside the widely known SVM algorithm. The dataset utilized in this research consisted of 32,063
tweets. The results of their study indicated that the Bi-LSTM model outperformed other models with an accuracy
rate of 94%.

The study done by Reference 23 aimed to evaluate the effectiveness of BiLSTM in improving Arabic sentiment analy-
sis. The researchers applied the forward-backward approach to collect contextual information from sequences of Arabic
features. The final outcomes from six widely recognized sentiment analysis datasets demonstrate that the proposed model
significantly outperforms both contemporary deep learning models and traditional machine learning methodologies used
as benchmarks.

Word embedding (WE) is a useful technique for obtaining numerical representations from words. The authors in
Reference 24 proposed a model that uses a DL approach to tackle Arabic Sentiment Analysis (ASA). The model was
trained using LSTM as a DL network, with word embedding employed as the initial hidden layer for the purpose of
feature extraction. The findings indicated that the DL approach had an accuracy rate of approximately 82%. Also, the
authors in Reference 25 studied SA in the Arabic language, using Word2Vec and BLSTM. Word representation mod-
els are used to transform the words used in reviews into their corresponding vectors. The BLSTM model accepts a
sequence of words within sentences as its input. The Word2Vec representation model, which is based on meaning
and context, was used to compute the polarity. They presented a DL architecture based on BLSTM. At a maximum
accuracy of 94.88, The BLSTM model architecture demonstrates superior performance compared to both the CNN and
LSTM models.

Training classical word embeddings from scratch requires a large text corpus and hence takes a considerable amount
of time. In the field of natural language processing (NLP), there is a wide range of pre-trained word embedding vec-
tors that are easily accessible to the public. The researchers in Reference 15 developed a combined method using
CNN and LSTM models. In addition, they used a pre-trained word-embedding model named AraVec to analyse Ara-
bic tweets. The model outperformed the current DL models by achieving state-of-the-art performance. Specifically, the
Arabic Sentiment Tweets Dataset (ASTD) obtained an accuracy of 65.05%. The researchers in Reference 26 introduced a
hybrid CNN-LSTM model that uses word2vec embeddings. The researchers employed many Arabic sentiment analysis
datasets, namely Main-AHS, Sub-AHS, Ar-Twitter, and ASTD. The Sub-AHS dataset has achieved a remarkable accuracy
of 96.8%.

In Reference 27, the authors examined different methods documented in existing literature to address the challenge
of sentiment analysis for regional dialects. The authors proposed a methodology utilizing AraBERT word embed-
ding that was designed for sentiment analysis of the Moroccan dialect. In addition, they did a 2-way classification
and comparative research of ML algorithms like SVM, DT, LR, RF, NB, and DL algorithms like LSTM, BiLSTM, and
LSTM-CNN from the state of the art. As a result, it was shown that BiLSTM achieved better results for both 2-way
classification, with an accuracy of 83%, as well as in 4-way classification scoring 62% to 92% accuracy in each of the
four classes.

The study conducted by Reference 28 aimed to comprehensively investigate the use of context-independent and
context-dependent word embeddings in the field of Arabic sentiment analysis. The implementation involved utilizing
pre-trained word embeddings as fixed extraction techniques to provide feature inputs for the CNN model. The findings
obtained by conducting tests on two different Arabic datasets demonstrate that the AraBERT model shows the highest
effectiveness in performing these tasks. AraBERT achieved a remarkable accuracy rate of 91.4% and 95.49% on the rel-
evant datasets. The study done by the authors in Reference 29 focused on the application of hybrid and DL models for
sentiment analysis in Arabic. A novel ensemble-stacking model is suggested, which combines three pre-trained mod-
els: the deep layers of CNN, a hybrid model combining CNN and LSTM, and a hybrid model combining CNN and GRU,
together with a meta-learner SVM. The suggested model demonstrated better performance compared to existing models,
with an accuracy of 92.12% for Main-AHS, 95.81% for Sub-AHS, and 81.4% for ASTD.
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The authors of Reference 30 assessed how effectively traditional and contextualized word embeddings performed
sentiment analysis activities, employing four widely employed techniques. Classical embedding methodologies encom-
pass GloVe, Word2vec, and FastText, while contextualized models employ ARBERT. Sentiment categorization tasks have
employed deep learning architectures such as BiLSTM and CNN. The results of the study indicated that a particular tech-
nique consistently outperforms its pre-trained counterpart, with BERT demonstrating the highest level of performance.
The BiLSTM model demonstrates superior performance compared to the CNN model, with a 2% higher accuracy across
three datasets.

Transfer learning is a methodology that involves applying the knowledge and features acquired from a previously
learned model, which allows us to avoid training a new model from scratch. The authors of Reference 31 have presented
a deep CNN model for doing SA in Arabic. This model relies on character-level representation as its basis. Furthermore,
the use of the model extends to the application of TL in the domains of sentiment analysis and emotion identification,
specifically in the Arabic language. The purpose of the program is to utilize Arabic character-level feature representa-
tion that has been acquired from a substantial sentiment data set in order to implement Arabic emotion recognition.
The results of the implementation demonstrated improved performance in the detection of emotions, as measured
by accuracy.

In Reference 32, the authors examined the ability of the AraBERT model to obtain universal contextualized phrase
representations with the goal of showing its utility for Arabic text multi-class categorization. AraBERT was used as a TL
model and feature extractor. After adjusting its parameters on the OSAC datasets, they employed the AraBERT model to
transfer its knowledge for categorizing Arabic text. By combining AraBERT with other classifiers, such as CNN, LSTM,
Bi-LSTM, MLP, and SVM, its effectiveness as a feature extractor model was examined as well. Finally, they performed an
extensive series of tests evaluating AraBERT and multilingual BERT. The study showed that the AraBERT model achieves
up to 99% percent accuracy and an F1-score.

RNN is a type of neural network that retains information about sequences by using hidden states. However, due to
the problem of vanishing gradients during backpropagation, learning systems that depend on gradients take an exten-
sive amount of time to train, as noted by Reference 33. This led to the development of LSTM. However, LSTM has some
drawbacks; for example, because the sentence is only read in one direction, it does not fully account for post-word infor-
mation.34 To address this issue, a BiLSTM language model has been developed. A BiLSTM neural network can combine
both past and future sequences to produce output.

Due to the problems with RNN and LSTM and the limitations of BiLSTM, and to take advantage of the strengths
of RNN and BiLSTM, this study suggested that the hybrid model RNN-BiLSTM be used as the basic model for transfer
learning for Arabic sentiment analysis tasks. Despite the use of transfer learning,35 mentioned that Arabic sentiment
analysis is still an important challenge. Also, the authors in Reference 36 demonstrated the need for additional efforts to
implement modernized deep learning methods for Arabic sentiment analysis techniques. And hence other research can
be conducted to enhance the performance.

3 MATERIALS AND METHODS

The following section outlines the tested approach for the application of the suggested model, RNN-BiLSTM, in the con-
text of Arabic sentiment analysis. Initially, an overview of the data pre-processing is provided. Subsequently, the technique
of word embedding was employed to transform the textual data into vector representations. After that, the DL algorithms,
namely the RNN model, the BiLSTM model, and the RNN-BiLSTM hybrid model, were trained and applied for the pur-
pose of tweet classification. Furthermore, the study used a transfer and deep learning-based hybrid model, specifically
the proposed RNN-BiLSTM model, to classify the sentiments expressed in tweets.

3.1 Data processing

Data pre-processing, referred to as data cleaning, is a crucial phase in data analysis because it is crucial to get rid of
unneeded, distracting, or redundant data in order to achieve effective sentiment classification and maximize classification
accuracy. This is because the accuracy of the model is greatly influenced by the quality of the input data. The data cleaning
process involved the following steps:
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1. Noise removal: At this stage, unnecessary and insignificant text items were removed to improve classification
performance. And it includes the following:

• Remove URLs, punctuation, numbers, special characters, digits, hashtags, and user mentions (@user).
• Remove all non-Arabic text, including English words. The goal is to standardize the language.
• Elongation removal: Take off the repeated character, leaving only one.
• Replace any emoticon with its meaning.
• Remove the diacritic “tashkeel”.
• Remove Arabic stop words, these words (e.g., pronouns and prepositions) are not useful in the text categorization.

2. Tokenization: Tokenization is an important step in NLP that may have an impact on the SA of texts used in social
media, because it decreases the typographical variation of words. The method of tokenizing involves dividing the text
into tokens, which are words or other important parts of the text. The tokenization process seeks to identify potential
keywords by investigating the words that comprise the sentence.

3. Normalization: Normalization refers to the procedure of amalgamating the various shapes of different Arabic letters
into one single shape. The process operates in a way that is similar to stemming but at the level of letters. The complexity
of Arabic morphology is very high, hence necessitating the process of normalization.

4. Stemming: Stemming refers to the procedure of eliminating affixes from words and extracting the basic roots of
words. The process involves the removal of any affixes, including prefixes, suffixes, and infixes, that are associated
with tweets. The most important objective of stemming tweets is to reduce derived or inflected words to their respec-
tive stems, bases, or roots in order to enhance SA. In contrast to the root stemming method, it was shown that light
stemming provided perfect results in the context of text categorization issues. Moreover, various research studies have
demonstrated the benefits of light stemming.37,38

3.2 Word embedding

Various issues associated with sentiment analysis as well as NLP can be handled with the help of word embedding. Word
embedding also known as feature extraction, is a method used in feature learning and language modeling to improve
SA. This technique involves learning contextual features and transforming words into real-valued vectors of reduced
dimensionality. The aim of word embedding is to imbue words with semantic representation based on their similarities
or associations with other words. Word embedding has become regarded as the initial stage in DL approaches. This is due
to the fact that DL algorithms are unable to directly handle textual input, necessitating the conversion of text into vector
representations through the utilization of various word embedding techniques.

There are a number of widely used word embedding models, including word to vector (Word2Vec), proposed by
Reference 39. FastText is developed by Facebook.40 The global vectors for word representation (GloVe) developed by
Reference 41. Another famous model is Bidirectional Encoder Representation from Transformer (BERT), which is a
state-of-the-art language model.42 In this study, the text was transformed into vectors using the AraBERT model as a
word-embedding layer.

3.2.1 AraBERT

Google has introduced a novel pre-trained language model known as the BERT model, which is intended for application
in the field of NLP. The BERT model distinguishes itself from prior methods in NLP through its enhanced performance.
It achieves this by incorporating a bidirectional approach, considering both left-to-right and right-to-left contexts when
analyzing a text string. This methodology effectively enhances the preservation of word representations within sentences,
constituting its primary advantage.

AraBERT is a language model that has been pre-trained based on Google’s BERT model specifically for the purpose
of processing Arabic language challenges. AraBERT has undergone extensive training on a large corpus of Arabic text,
resulting in a robust comprehension of the language. Consequently, it exhibits commendable accuracy in a variety of
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tasks like sentiment analysis, text classification, and language translation. Due to these capabilities, the study employed
AraBERT for vector generation, as shown in Figure 1.

3.3 Modeling

3.3.1 Recurrent neural networks model

The sequential relationship between words plays a crucial role in textual sentiment analysis which places a lot of empha-
sis on it.43 introduced a language model referred to as recurrent neural networks (RNN) which has gained widespread
recognition for its effectiveness in handling sequential textual data. The main feature of RNN is the presence of a hidden
state that possesses the capability to retain information for the purpose of processing input sequences that may vary in
length. Given the word embedding vectors (x1, x2, … , xn), at each time step t, the neural network receives as inputs the
word embedding vector xt and the previous hidden state ht − 1. Next, it employs an activation function to produce the
current hidden output ht. The RNN model’s framework is shown in Figure 2.

The update of recurrent hidden state ht is implemented as follows:

hR
t = g(U × xt +W × hR

t−1 + b), (1)

OR
t = g(Uo × ht + bo). (2)

In the given case, g represents an activation function, such as a logistic function or a hyperbolic tangent function.
Additionally, OR

t denotes the output or predicted value derived by a recurrent neural network. The recurrent hidden
state of the network at each time step t is hR

t determined by the input vector xt, the previous hidden state hR
t−1, and

the bias b. The weight matrices, denoted as W and U, work as filters that determine the degree of significance to be

F I G U R E 1 The AraBERT architecture.

F I G U R E 2 The framework of RNN.
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given to the input at present and the previous hidden state. They generate an error, and this is then sent via back
propagation and used to adjust the weights till the error reaches a minimum threshold and further reduction becomes
unattainable.

3.3.2 Bi-directional long short-term memory model (BiLSTM)

The long-short-term memory (LSTM) network, introduced by Hochreiter and Schmidhuber in Reference 44, is a special
variant of the RNN. The model has the ability to acquire and retain information regarding long-term dependencies while
effectively addressing the issues of gradient explosion or vanishing. The LSTM unit is composed of a memory cell ct, an
input gate it, a forget gate ft, and an output gate ot, as shown in Figure 3. These gates are employed for the purpose of
storing and regulating the information originating from the cell at a certain time interval. The LSTM model exclusively
propagates information in the forward direction. This leads to the computation of an output vector that depends only on
the present input at time t and the output of the previous unit.

The long short-term memory (LSTM) model’s equations are as follows:

it = 𝜎(W i × xt + Ui × hL
t−1 + bi), (3)

ft = 𝜎(W f × xt + Uf × hL
t−1 + bf ), (4)

gt = tanh(W g × xt + Ug × hL
t−1 + bg), (5)

ct = ft ⊙ ct−1 + it ⊙ gt, (6)

ot = 𝜎(W o × xt + Uo × hL
t−1 + bo), (7)

hL
t = ot ⊙ tanh(ct), (8)

where ft denotes the forget gate, it refers to the input gate, gt is an activation function, ct denotes the memory cell
state, ot is the output gate, ht is the regular hidden state, 𝜎 indicates a sigmoid function, and ⊙ denotes element-wise
multiplication.

The BiLSTM proposed by Schuster and Paliwal46 is a technique that enables bidirectional storage of input sequences
in neural networks, allowing for information flow in both forward and backward directions. This distinguishes it from the
normal LSTM, which only allows for unidirectional input flow. This technique is a development of the RNN methodology.

F I G U R E 3 The LSTM model architecture.45
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BiLSTM has achieved state-of-the-art results in many different fields, including natural language processing, handwrit-
ing recognition, phoneme classification, and speech recognition. The hidden state ht of BiLSTM at time t includes both
forward hf

t and backward hb
t , which are then combined by concatenating their outputs at each time step to generate the

final cell output as shown in Figure 4. The computation of the final state of the hBiLSTM
t involves concatenating the two

hidden states as follows;

hf
t = tanh(W f

xh × xt +W f
hh × hf

t−1 + bf
h), (9)

hb
t = tanh(W b

xh × xt + wb
hh × hb

t+1 + bb
h), (10)

hBiLSTM
t = hf

t + hb
t , (11)

where hf
t and hb

t are the hidden layer values in the forward and backward directions, respectively, Wxh is the weight from
the current neuron’s input x to the hidden layer ht at this time, Whh is the weight from the previous state quantity to the
current state quantity, ht−1 is the hidden layer’s output value at the previous moment, and bh is a bias vector. We used
BiLSTM since it provides access to the long-term context in both input and output directions, as well as full learning of
the specific problem.

3.3.3 The proposed hybrid RNN-BiLSTM base model

This section provides comprehensive details about our proposed hybrid model, as depicted in Figure 5. RNN and BiLSTM
are used together to create the hybrid model. According to the studies conducted by References 48 and 49, it has been
demonstrated that both of these neural network models showed superior performance compared to classification-based
approaches in the context of accuracy for SA predictions.

F I G U R E 4 The Bi-LSTM model architecture.47

F I G U R E 5 The RNN-BiLSTM model architecture.
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The primary reason for the utilization of these networks is the fact that the prediction of customer reviews constitutes
a challenge that may be approached using classification methods. In the beginning phase, following the pre-processing of
input sentences, the pre-processed data was used as input for the AraBERT model. The vector embeddings were generated
by the AraBERT layer. The embedding vectors were inputted into the RNN model, resulting in the generation of the
output OR

t , as depicted in Equation (2). In order to obtain the final prediction ŷt, the RNN layer’s output is subsequently
fed to the BiLSTM layer.

In mathematical terms, the input to the LSTM layer will shift from xt to OR
t as depicted below,

f H
t = 𝜎(W f × OR

t + Uf × hL
t−1 + bf ), (12)

iH
t = 𝜎(W

i × OR
t + Ui × hL

t−1 + bi), (13)

gH
t = tanh(W g × OR

t + Ug × hL
t−1 + bg), (14)

cH
t = iH

t × gH
t + f H

t × cH
t−1. (15)

oH
t = 𝜎(W

o × OR
t + Uo × hL

t−1 + bo), (16)

hH
t = oH

t × tanh(cH
t ). (17)

But because this study used BiLSTM, the differences will be in the hidden layer. So for the BiLSTM model, the hidden
layers are given by:

hF
t = tanh(W f

xh × OR
t +W f

hh × hf
t−1 + bf

h), (18)

hB
t = tanh(W b

xh × OR
t + wb

hh × hb
t+1 + bb

h), (19)

Ht = (wf
hy × hF

t + wb
hy × hB

t + by). (20)

And finally, the predicted class ŷt is given by;

ŷt = 𝜎(Ht), (21)

where wf
hy and wb

hy are the weights matrix of the output gate and hF
t and hB

t are the hidden states of the BiLSTM unit given
by Equations (18) and (19).

3.3.4 Transfer learning

In contrast with traditional approaches in ML and data mining, which make the assumption that training and testing
data originate from the same feature spaces and distributions, transfer learning (TL) provides the capability to address
situations where domains and distributions show differences. TL is a methodology that involves leveraging a pre-trained
model and utilizing its acquired knowledge to address a distinct yet interconnected problem. This process entails trans-
ferring the learned insights from prior tasks, thereby enhancing performance and diminishing the duration required for
training. In our study, we utilized a source domain dataset to train the basic model and subsequently transferred the
knowledge acquired from it to the target domain datasets.

4 EXPERIMENTAL RESULTS

The experimental settings are described comprehensively in this section, datasets, configuration and evaluation metrics
employed in the study.
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4.1 Datasets

In this paper, three sentiment analysis datasets are used in the experiment to show the flexibility of our model across
different domains and sizes. The Arabic reviews dataset (ARD) was used as the source domain for our model. On the
other hand, the Arabic sentiment tweets dataset (ASTD) and the gold standard corpus (GSC) AraCust Dataset were used
as target domains.

4.1.1 The Arabic reviews dataset

The Arabic reviews dataset (ARD),50 consists of an extensive collection of Arabic reviews. The ARD dataset con-
tains a wide variety of topics, making it a comprehensive resource for understanding the sentiments and opin-
ions of Arabic-speaking individuals. It includes opinions from 100,000 customers, covering many aspects such as
hotels, films, books, and other subjects, including selected airlines. It is categorized into two main types: negative
and positive.

4.1.2 The Arabic sentiment tweets dataset

The Arabic sentiment tweets dataset (ASTD),51 is a collection of around 10,000 tweets obtained from Twitter, specifically
designed for sentiment analysis purposes. The tweets are categorized into four distinct categories: objective, subjective
positive, subjective negative, and subjective mixed. Since we are specifically focused on the positive and negative classes,
we excluded the objective and neutral classes. Hence, out of the chosen tweets, 1682 were classified as positive, while 797
were classified as negative.

4.1.3 The gold standard corpus AraCust dataset

The gold standard corpus (GSC) AraCust dataset,52 consists of 20,000 customer reviews of Saudi telecoms companies. It
includes 7590 tweets from STC, 5950 tweets from Zain, and 6450 tweets from Mobily, all of which were written in Arabic.
The authors collected this dataset from Twitter and manually labeled each tweet as either positive or negative. However,
the dataset is unbalanced, with 6433 positive classes and 13567 negative classes.

4.2 Experimental setup

The experimental setup’s computer has the following specifications: a Windows 11 operating system, an Intel (R) Core
i7-1260p processor at 2.80 GHz, 16 GB of RAM, and an NVIDIA GeForce RTXTM 2050 laptop GPU (4 GB GDDR6) graphics
card. The research employed Google’s TensorFlow v2.9.1 for its implementation. It is an open-source tool designed for
constructing machine learning models. It leverages the higher-level API of Keras, which is built upon TensorFlow. This
framework also incorporated the open-source DL library for Python, enabling the creation and deployment of machine
learning models.

4.3 Performance evaluation metrics

In order to evaluate the performance of the proposed model, it is important to show the confusion matrix and calculate
specific performance metrics. These metrics assist in comparing and evaluating the performance of the proposed method
with other methodologies used by researchers in the literature. The confusion matrix is a matrix used to determine the
correctness of classification algorithms. Several evaluation metrics can be obtained from the confusion matrix. Accuracy,
recall, precision, and F1 score are the four performance metrics used to evaluate the proposed model. The equations
representing these evaluation metrics are as follows;



12 of 18 BAKHIT et al.

Accuracy = TP + TN
TP + FP + FN + TN

, (22)

Precision = TP
TP + FP

, (23)

Recall = TP
TP + FN

, (24)

F1-Score = 2 × Precision × Recall
Precision + Recall

, (25)

where TP (true positive) is the number of classifications that are expected to be positive and are correctly predicted. TN
(true negative) is the number of classifications that are expected to be negative and are correctly predicted. FP (false
positive) is the number of classifications that are expected to be positive, but are incorrectly predicted as negative. FN
(false negative) is the number of classifications that are expected to be negative, but are incorrectly predicted as positive.

5 RESULTS AND DISCUSSION

5.1 Results

This section presents the results of this study that implemented RNN, BiLSTM, and RNN-BiLSTM models on the source
and target domains.

5.1.1 Baseline models (with the default parameters)

In this section, we present the results of training the hybrid model RNN-BiLSTM using the source domain dataset.
The training was conducted using default parameters. To enhance the model’s performance, we employed the k-fold
cross-validation technique during the training process. This approach involves dividing the dataset into K parts, with each
fold serving as a validation set at a certain stage, giving K accuracy as a result. The mean of the model’s performance across
all folds was then calculated to get an overall result. Figure 6 shows the confusion matrices calculated for the three differ-
ent models. The model’s performance was evaluated based on metrics such as accuracy, precision, recall, and F1-score.
The proposed model was also compared with baseline models like RNN and BiLSTM, which were trained on the same
dataset. The results are shown in Table 1.

5.1.2 Transfer learning performance

In this section, we explore the impact of transfer learning by fine-tuning the hyper-parameters of the hybrid RNN-BiLSTM
model. This process involved updating the model’s weights using the validation dataset from the target domain. We

F I G U R E 6 Confusion matrix for RNN, BiLSTM, and RNN-BiLSTM models on source domain dataset.
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T A B L E 1 Results acquired from the baseline models.

Model Accuracy (%) Precision (%) Recall (%) F1-score (%)

RNN 90.97 90.31 91.51 90.91

BiLSTM 92.64 93.40 92.01 92.70

RNN-BiLSTM 95.75 94.15 97.34 95.72

T A B L E 2 Fine-tuned RNN-BiLSTM model parameters configuration.

Hyper-parameter Value

Number of layers 5-6

Activation function Sigmoid

Dropout rate 0.2

Learning rate 0.0001

Loss function Categorical cross-entropy

Number of epochs 20

Batch size 64

Optimizer Adam

F I G U R E 7 Confusion matrix for RNN, BiLSTM, and RNN-BiLSTM models on ASTD dataset.

employed a random search approach to identify the most effective hyper-parameter setup for optimization purposes. We
used early stopping as a strategy to determine the optimal number of epochs for training the model, which helps con-
serve computational resources, prevent over-fitting, and demonstrate strong generalization capabilities without excessive
training. The first layers of the base model were frozen to facilitate the training of the target model for classification. This
approach was adopted to preserve valuable learned representations. Subsequently, a dense layer was added to the frozen
layers, and we proceeded to train the model using 64 batches and 20 epochs. Table 2 presents the best hyper-parameter
configuration that achieved the highest level of accuracy. Figure 7 and 8 shows the confusion matrices calculated for the
three different models. Figure 9 illustrates a consistent improvement in the model’s accuracy over several epochs. We
compared the proposed model with the same baseline models as in the previous section. These models were designed
similarly to the proposed RNN-BiLSTM hybrid model. The results are shown in Table 3 for the testing dataset from the
target domain.

5.2 Discussion

This section discussed the results and the strengths and weaknesses of our proposed hybrid RNN-BiLSTM model for
sentiment analysis.
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F I G U R E 8 Confusion matrix for RNN, BiLSTM, and RNN-BiLSTM models on AraCust dataset.

F I G U R E 9 Accuracy over epochs for ASTD and Aracust datasets.

T A B L E 3 Results acquired after fine-tuned.

Dataset Model Accuracy (%) Precision (%) Recall (%) F1-score (%)

ASTD RNN 90.76 92.27 94.00 85.84

BiLSTM 93.14 93.70 96.10 94.88

RNN-BiLSTM 95.44 95.72 97.52 96.61

Aracust RNN 90.73 96.48 79.21 87.00

BiLSTM 93.82 97.48 85.38 91.03

RNN-BiLSTM 96.19 97.92 90.93 94.30
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We compared the performance of the proposed RNN-BiLSTM model and its components, which are the RNN and
BiLSTM models. We evaluated the models on a source domain and a target domain, where the target domain has two
different datasets. We used accuracy, precision, recall, and F1-score as the evaluation metrics. The source domain “the
Arabic Reviews Dataset (ARD)” is a collection of Arabic reviews covering many aspects. The target domain has two
different datasets: ASTD and Aracust for sentiment analysis.

Table 1 shows the results of the three models on the source domain. The proposed RNN-BiLSTM model outperforms
the other two models with the default parameters. The RNN-BiLSTM model achieves an accuracy of 95.75%, a precision
of 94.15%, a recall of 97.34%, and an F1 score of 95.72%. In comparison, the individual RNN model achieved an accu-
racy of 90.97%, precision of 90.31%, recall of 91.51%, and an F1 score of 90.91%. The BiLSTM model, on the other hand,
achieved an accuracy of 92.64%, precision of 93.40%, recall of 92.01%, and an F1 score of 92.70%. This indicates that the
RNN-BiLSTM model can learn both short-term and long-term dependencies in the text and can capture the sentiment of
the reviews more accurately than the other two models.

The RNN-BiLSTM model was fine-tuned on the validation dataset from the Aracust dataset. The fine-tuning pro-
cess aimed to adapt the model to the target domain, which has different vocabulary and syntax than the source
domain. Table 3 shows the results of the fine-tuned RNN-BiLSTM model on the two target datasets: ASTD and Ara-
cust. The fine-tuned RNN-BiLSTM model shows consistent and high performance on both target datasets. On the
ASTD dataset, the RNN-BiLSTM model achieves an accuracy of 95.44%, a precision of 95.72%, a recall of 97.52%,
and an F1 score of 96.61%. On the Aracust dataset, the RNN-BiLSTM model achieves an accuracy of 96.39%, a pre-
cision of 98.32%, a recall of 91.15%, and an F1 score of 94.60%. This suggests that the RNN-BiLSTM model can
generalize well to different domains and tasks and can identify the relevant aspects more effectively than the other
two models.

Employing its capacity to retain sequential information through hidden states, the RNN model demonstrated a cer-
tain level of effectiveness in text classification tasks. On the ASTD and Aracust datasets, the model recorded accuracy of
90.76% and 90.73%, precisions of 92.27% and 96.48%, recalls of 94.00% and 79.21%, and F1 scores of 85.84% and 87.00%,
respectively. However, the model’s significantly lower recall rate of 79.21% on the Aracust dataset suggests potential diffi-
culties in identifying positive instances within this specific dataset. This could be due to the vanishing gradient problem
in the RNN model, which makes it difficult to learn long-term dependencies in the text. On the other hand, the BiLSTM
model, designed to capture both forward and backward dependencies in the data, demonstrated enhanced performance.
It achieved accuracy of 93.14% and 93.82%, precisions of 93.70% and 97.48%, recalls of 96.10% and 85.38%, and F1 scores of
94.88% and 91.03% on the ASTD and Aracust datasets, respectively. This indicated its improved capability to understand
the context and sequence of words in the text. While the BiLSTM model’s recall rate surpasses that of the RNN model, it
is lower than the RNN-BiLSTM model on both target datasets.

Our results demonstrate that the RNN-BiLSTM model is a powerful and versatile model for text classification and that
it can adapt well to different domains and tasks. Moreover, the integration of RNN and BiLSTM models allows for the
capture of both short-term and long-term dependencies in the data. Furthermore, the use of the k-fold cross-validation
strategy helps to minimizing over-fitting and enhancing the performance of the model. However, there are some limita-
tions and challenges that need to be addressed. For instance, the RNN-BiLSTM model is more computationally expensive
and time-consuming than the other two models, and it may require more data and resources to train and optimize. More-
over, the RNN-BiLSTM model may not be able to handle more complex and diverse text data, such as multilingual, or
multi-modal text. The model was not trained on sarcasm or indirect expressions; therefore, its ability to accurately classify
sarcastic or indirect sentiments may be limited. Therefore, future work could explore ways to enhance the efficiency and
scalability of the RNN-BiLSTM model and to incorporate more features and techniques to deal with more challenging
text data.

5.3 Comparison with previous studies

The aim of this section is to compare the performance of the proposed model with some existing models. The results
presented in Table 4 indicate that the proposed model showed better results than the techniques examined in previous
work, except for the CNN-LSTM method in Reference 26. Compared to the ensemble approach of CNN and LSTM pro-
posed by Reference 15, which obtained an accuracy of 65.05% on the ASTD dataset, our proposed RNN-BiLSTM model
showed better performance, achieving an accuracy of 95.75% on the same dataset. The model proposed by Reference 24
that uses LSTM for Arabic Sentiment Analysis (ASA) achieved an accuracy rate of approximately 82%. The accuracy of
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T A B L E 4 Comparison between Proposed RNN-BiLSTM with previous studies.

Reference Class Approach The best result

15 3 CNN-LSTM 65.05%

26 2 CNN-LSTM 96.8%

24 2 LSTM 82%

29 2 Stacking SVM based on integrated: CNN, CNN-LSTM, CNN-GRU 95.81%

25 2 CNN, LSTM, and BiLSTM BiLSTM: 94.88%

30 2,3, and 4 BiLSTM, CNN BiLSTM: 93.47%

Our proposed model 2 RNN-BiLSTM 96.18%

the stacked SVM based on integrated CNN, CNN-LSTM, and CNN-GRU was 79.18% in Reference 29. In Reference 25, the
authors used CNN, LSTM, and BiLSTM models; the BiLSTM achieved 94.88% accuracy. In Reference 30, the accuracy of
the Bi-LSTM model was recorded at 93.47%.

5.4 Error analysis

When examining cases of inaccurate predictions, it is clear that the most common errors happened when a text included
both positive and negative terms. In addition, there are misspellings and grammatical mistakes. Overall, the texts of the
positive class contain important phrases or words that may belong in the negative class or vice versa, potentially causing
misclassification and giving worse results.

6 CONCLUSIONS

This study introduces a hybrid RNN-BiLSTM model for Arabic sentiment analysis, leveraging the power of transfer
learning. The model employs AraBERT for the extraction of word embedding vectors from textual reviews, thereby
capturing the contextual relationships between words. Next, this contextual information is fed to the RNN to remem-
ber sequence information through hidden states. The output of the RNN is then passed to the BiLSTM layer to
capture sequential features. The model was trained on a source domain dataset, achieving an accuracy of 95.75%.
In addition, the hyper-parameters of the proposed model were fine-tuned to explore the impact of transfer learn-
ing and enhance the overall classification performance. Following this fine-tuning, the model was tested on a target
domain dataset, where it achieved accuracy rates of 95.44% and 96.19% for the ASTD and Aracust datasets, respectively.
Despite the fact that the RNN-BiLSTM model outperformed most of the previous methods, there remains poten-
tial for further improvement. Future work will aim to utilize a variety of feature extraction techniques to enhance
the performance of deep learning. Extending this model for multilingual sentiment analysis by incorporating multi-
lingual datasets while addressing the unique challenges of each new language. It is also recommended to consider
sentiment at the character level rather than the sentence level to improve results.53 In addition, explore datasets that
include sarcastic and indirect expressions and train the model on these datasets to improve its performance in han-
dling such expressions. Furthermore, the model could be enhanced to recognize a broader range of sentiments. In
conclusion, while the RNN-BiLSTM model has demonstrated promising results, continuous efforts to improve its effi-
ciency and versatility will ensure its applicability to a wider range of tasks and datasets in the field of Arabic sentiment
analysis.
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