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ABSTRACT

Disparate enterprises can pool together their core competencies to form a temporary
organization in order to exploit a market opportunity. This inter-organizational
collaboration of enterprises is commonly referred to as a virtual enterprise (VE). The
success of any VE is dependent on the partner members’ performance and influence
of the partner attributes on its performance. These members and their attributes need
to be carefully evaluated. The competitive advantage of any VE is jeopardized by the
time it takes to set it up when the information available about the partners is
ins@ient.

Exten@ earch on the evaluation and selection of partners has been done, but only
a few stud aye considered evaluation and selection of partners for VEs in the
construction |n¢fy Little research has been done in evaluating the factors that
affect the VE perfo )c This research evaluates and selects partners representing
ten construction ¢ 0 _carry out project tasks for a large building in Nairobi.

Each partner has b}&g te g)sd and management expertise.

Qualitative and quantth esea@ﬁethods were used in this study. The qualitative
method comprised intervi ith keholders). Subsequently, quantitative

methods, namely, Fuzzy Analyterar rocess (FAHP) and Reduced Group
Fuzzy Analytical Hierarchy Proce

(MCDM) algorithms, were applied. @@mq
Performance Evaluation Technique (PaSPET)/1S prop e technique combines
fuzzy approximate reasoning with conventional Anaﬁa\ Hierarchy Process

ulti-Criteria Decision Making

Ied Partners Selection and

algorithm, designed to deal with imprecise evaluators' judgement. O

A Multi-Agent Systems (MAS) approach was chosen to simulate VEs."A MAS is a
computerized system composed of multiple interacting intelligent agents within an
environment. Prior evidence of MAS to facilitate formation of VEs is lacking.
Results, however, show that the chosen techniques are both efficient and effective. In
particular, RGFAHP reduces the number of pairwise comparisons required when a
large number of attributes are to be compared. Validation of the system, carried out by
stakeholder evaluation, show that the approach is approximately 87% accurate in

evaluation and selection of partners and partners' performance evaluation.



Keywords: Multi Criteria Decision Making Model (MCDMM), Analytical Hierarchy
Process (AHP), Fuzzy AHP (FAHP), Reduced Group FAHP (RGFAHP), Partners
Evaluation and Selection Problem (PESP), Multi-Agent Systems (MAS)
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CHAPTER ONE
1.0 INTRODUCTION

1.1 Overview

Recently, large, medium and small sized enterprises are teaming up to enhance their
competitiveness in the market-place and adapt to the rapid changes of technological
innovation. Organizations enhance their competitive ability in the market-place by
creating effective relationships with others. A Virtual Enterprise (VE) is a temporary

tzation that pools together different member enterprise core competencies

de Sousa, 2009). VEs offer new opportunities (for developing products) to
compani@p erating within an environment with a growing number of participants,
such as, con 5{? service providers, agencies and others. A typical application area
for the VE para

gf;in industrial manufacturing. Nowadays, most manufacturing
processes are not ca

ut on a single line. Companies tend to focus on their core
competencies andyg eff ith others, in order to fulfill the requirements of new
products and associ@ vices/Uemanded by the market. In a VE, every enterprise is
just a node that adds sé alue ocess. Although most classic examples of
cooperative networked or ions ée( found in some particular business
domains such as the automotive%try / ndency is spreading to many other
areas including the food and agrib ind Camarinha-Matos et al., 1997),

electronics (Azevedo et al., 1998) and cm@lne w@arll & Poyet, 1999).

Similar to manufacturing industries, the need to remain co(gz} e in the market also

when additional skills / resources are needed to fulfill business unities. For

forces service provider companies to seek alliances outside their @gmpetenues
instance, travel agencies typically offer aggregated or value-added-services composed
of components supplied by a number of different organizations. To “book a complete
journey plan”, services may include several means of traveling, several hotel
bookings, car rentals and leisure tour bookings. A networked cooperation must exist
among the many different organizations (Afsarmanesh & Camarinha-Matos, 2000) to

enable collaboration.



1.2 Classification of Virtual Enterprises

Attempts have been made to classify VEs based on a number of factors on their
formation. Camarinha-Matos et al. (1998) classified VEs according to three
dimensions: (1) Time, (2) Topology and (3) Structure. The time dimension refers to
the duration or lifespan of the organization. VEs are created for both short and long
term purposes. The formation of short-term enterprises is designed to take advantage
of time-dependent client demands that appear for a short period or a single business
cycle. In long-term VEs, the life of the enterprise extends for several business cycles.
In case, the VEs focus on establishing strategic bonds amongst its members. The
relatl%among member partners may survive, even if the initial customer
problem ’ien solved. They can reassemble their core capabilities to satisfy new

customer nee jfferent projects.

The topology dlme@onﬂders the membership of a VE. A VE can be either open
or closed. Closed mem ps are static since partner companies remain in the VE
for several busine esﬁ emberships, on the other hand, are dynamic since
there is a constant r€ % bership. Partner companies join or, and leave
the VE based on factors S c for the capabilities of a partner, the stage of

the business cycle and scale o e, 2004) For example, it is possible to

bring into the VE a member for resear development competencies for a
given product. Once the research and se is completed, the VE may
not require these competencies anymore he capabilities of another

member to manufacture a product on a Iarge scale. In t#( )ﬁ/namlc process, each
member shares both risks and benefits regardless of the gtage of the product
development process where its core competencies are need% structural
dimension deals with the different management structures of VE. The three most
common forms are star-like, democratic alliances and federations. The distinguishing
factor of these structures is the partners’ level of independence with respect to the

collaboration of the VE members.

The star-like structure is characterized by the dominant role of one of the members.

Usually, the dominant member establishes the protocols for information and

communication exchange within the VE. Automobile and Agribusiness alliances

usually manage their supply chains in this manner (Tolle, 2004; Camarinha-Matos &
2



Afsarmanesh, 2005). Normally one member owns the project and invites others to
participate. The democratic alliances, on the other hand, work in a more collaborative
and egalitarian environment where each member keeps its autonomy. The decision
making process is based more on consensus than on the relative power of the member
enterprises. Members are brought into the alliance because of the mutual
complementation of their core capabilities (Tolle, 2004; Camarinha-Matos &
Afsarmanesh, 2005). Federated alliances are an extension of collaborative alliances
based on the need for a common management of resources and skills. This structure is
|kely to be implemented, after member enterprises have been successful in
alliance. This kind of alliance is however, seldom seen in industry where
alllan§c plemented (Tolle, 2004; Camarinha-Matos & Afsarmanesh, 2005).

Combinatio;y above three dimensions will result in a viable VE. The most
challenging combiﬁm is the one characterized by a short duration span, an open
membership, and a management structure. In this case, the partners are
constantlyjoining}t! leavifig'the VE. In addition, all the partners equally influence

amt}%hls combination is what can be considered a

eyer, that this configuration of VE has a poor

the management of

VE in its purest form. It

success rate. To improve thi rat VE may evolve from an open to a
closed membership and create de “web” of VEs (Tolle, 2004). In
the “web”, member enterprises r 1th ore competencies, which are
verified using some criteria. A web co r

2004), who can be any
member partner, is central to the web. Th eb co brlngs together all

partners’ core competencies in the VE.

1.3 Lifecycle of Virtual Enterprises Q(\

The lifecycle of a VE is divided into three phases (Guerra, 2006): (1) Formation, (2)
Management and (3) Dissolution. The formation phase establishes the goal and the
objectives of the VE, according to the product demand. It also identifies the functional
requirements that organization needs to fulfill. After the functional requirements are
known, the core capabilities needed by VE are determined. Several companies may
have these core capabilities, but only few of them are selected as members of the
organization. This process is defined as the partner evaluation and selection process.

Once the partner evaluation and selection process is finished, the VE enters its
3



management phase. The management phase focuses on how to achieve the goals and
objectives of the VE. In the management phase, members collaborate and integrate
their core competencies to satisfy the functional requirements, identified in the
formation phase. The performance of partners is also evaluated in this phase. Finally,
once the product demand is met, the VE dissolves, and its members find other value-
adding chains, where their core capabilities can be used. The dissolution phase deals
with ending the relationship among partners and eventually the evaluation of the
results of the collaborative work.

1.@Iding and Construction Industry in Kenya

KenyQ a well-developed building and construction industry with quality
engineerin Iding and architectural design services. The construction industry is a

key sector in Kefya economy and has consistently posted the second highest growth

(Kenya Economic , 2013). The industry also offers direct employment to a
significant proportiﬁ labour force spread throughout the country. The Kenya
construction indu

ggwﬁs. % in 2013 compared to 4.8% a year earlier (Kenya

Economic Survey, \The glgyh was abated by an increase in the value of

h(éi sector, which rose by 34.2% to Kenya
.1 billion in 2012. This was partly

eal est ater for rising demand for housing

building plans approved
shillings (KSh) 243.1 billion
attributed to increased activity in
due to rapid population growth in u eas? sector has attracted a lot of
interests from local and foreign investors é froﬁ? assive projects that have
either been completed, are undergoing |mplementat|on o/)}echeduled to take off
(World Bank Report [WBR], 2012; Kenya National Bureau/é‘\'Statlstlcs [KNBS]

Report, 2013). O /<\

Table 1.1 below presents a detailed analysis of selected key economic indicators in
Building and Construction from 2009 to 2013. Wage employment in the sector grew
by 12.2 per cent from 116.1 thousand persons in 2012 to 130.3 thousand persons in
2013 while employment level in the public sector rose by 5.2 per cent from 17.4
thousand persons in 2012 to 18.3 thousand persons in 2013. Similarly, private sector
employment increased by 13.5 per cent from 98.7 thousand persons in 2012 to 112
thousand persons in 2013. The index of reported private building works completed in

major towns rose to 401.2 in 2013 from 381.2 recorded in 2012. The index of reported
4



public building works completed in main towns increased from 86.9 in 2012 to 103.7
in 2013 as a result of several housing projects completed by National Housing
Corporation (NHC) and Housing Finance across the country. Cement consumption
increased by 6.9 per cent in 2013 to 4,266.5 thousand tonnes compared to 3.1 per cent
increase in 2012. The demand was driven by increased construction projects

undertaken during the year under review.

Table 1.1 Selected Key Economic Indicators in Building and Construction,

A 2009 — 2013 (KNBS, 2014)
icator/Year 2009 2010 2011 2012
A
Index of régored private 1345 | 2025 3137 | 3812 | 4012

building work ¢ leted in

major towns

Index of reported public / 22.6 31.7 48.2 86.9 103.7

building work completed i ﬁ

major towns @ ,>\
/\

Index of government ~ \_ /s/ @29 265.4 | 3970 | 4473 | 3852

expenditure on roads O

Index of Employment U);} 2 1/)}55.7 175.7 192.2 | 2157
Cement consumption (‘000 @ % 3870.9 | 3991.2 | 4266.5
tonnes) R /?D

] Q
Private Employment ("000) 730 | /814 D /3% 98.7 112.0
Public Employment (*000) 19.5 18.7 {7% 17.4
Loans and Advances from 30414.0 | 32637.0 | 50805.0 <39183.0 70770.0
Commercial Banks to the sector /<\
(KSh Millions)

During the review period, commercial bank loans and advances to the building and
construction sector rose by 2.3 per cent in 2013 to KSh 70.8 billion mainly due to

increased financing of real estate development.

The construction sector in Kenya is regulated by among other bodies the Engineers

Board of Kenya (EBK), a statutory body established under Section 3(1) of the

Engineers Act 2011, the Board of Registration of Architects and Quantity Surveyors
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(BORAQS), established by Cap 525, the Physical Planners Act of Cap 286, the
Public Procurement and Disposal Act 2005, the Public Health Act of Cap 242 and the
National Environmental Management Authority (NEMA) established by
Environment Management and Coordination Act (EMCA) number 8 of 1999. EBK is
mandated with the responsibility of regulating standards in the engineering
profession and building capacity for individual engineers and engineering firms.
EBK also registers engineers and engineering firms and regulates their conduct for
improved performance of the engineering profession. BORAQS registers and
regulates architects and quantity surveyors while NEMA was established to deal with

mental issues and concerns. Each of the Boards or Authorities describes

all
the role responsibilities of the respective professionals it governs or regulates.
Some of the ﬁmfy the necessary training and qualification required of the

professionals w ? registered under the respective Acts. The supervisory and

/%bundmg construction industry involves Engineers, (under
y Surveyors (under BORAQS), Environmental audit
amaén

quality control level
EBK), Architects a

experts (under hers. Finally, National Construction Authority
(NCA) established byt onﬁ%ystructlon Authority Act number 41 of 2011 is
mandated to streamline, ov nd r te the construction industry in Kenya and
establish a code of conduct for C ctor onstructlon sector has proven to be

very important in the Kenya econ %at will improve the sector are
necessary and timely.

A construction project is implemented by at of pré{&f}@ls and an alliance of
companies. Alliance of companies is formed by consultants whiavaluate contractors
for specific project tasks. Consultants are hired by the client to mathe project on
their behalf. To facilitate hiring of consultants and procuring othef “services, the
Kenyan government has provided standard tender documents through Public
Procurement and Oversight Authority (Public Procurement and Oversight Authority
[PPOA], 2007).

1.5 The Problem Definition

The trend where enterprises outsource competencies is getting replaced by strategic

alliances, where enterprises work together towards a common goal and share

responsibilities as well as their profits. This calls for new ways of organizing work
6



and the technological support that allows flexibility. A crucial competitive factor of a
VE, is its ability to form an end-user focused team which can be jeopardized if the
right team is not formed. The construction sector’s potential contribution to growth
of the economy can be enhanced given recent increased expenditure on infrastructure
development, if the challenges facing the sector are effectively addressed. Delayed
completion of projects (Patroba, 2012), frequent collapse of buildings (Charagu,
2013), use of inappropriate specifications and manuals, incompetent design, lack of
ethics, poor supervision, use of inappropriate materials, poor coordination and
management of contractors (Mambo, 2010), poor construction procedures (Kenya
o‘ Report on Projects [KERP], 2006) are among the challenges facing the
@- can be attributed to poor choice of partners for the tasks due to

sector.
insufficient'1 @fﬁlon available about partners and lack of facilitation techniques.

This lack of |nf0r n can be attributed to the sources of information. Project
initiators normally u o pany profiles to evaluate partners (Charagu, 2013).
Information from an fI s is often insufficient and decisions made out of
insufficient inform u?\ ive. Furthermore, the choices made by project
initiators do not take in c un man judgements during partner evaluation
and selection are |mpreC|se to selection of undeserving partners

because partner attributes can ch Smrm or after the evaluation and selection
alifi

Pé@v ners being unqualified.

Partners' evaluation and selection proces }l‘a.blllt @be enhanced if decision
making techniques that are able to deal with subjective mf(yah n (Mikhailov, 2003;
Covella & Olsina, 2006) are employed. Analytic Hierarchy Process (Saaty, 1980),
Elimination EtChoix Traduisant la REalite” (Roy, 1991), Te for Order

process, with the possibility of havi

Preference by Similarity to Ideal Solution (Lai et al., 1994), Data Envelopment
Analysis (Cook et al., 2014), Neural Networks, Weighted Linear Models, Linear
Programming, Mathematical Programming (Aruldoss et al., 2013) are among multi
criteria decision making techniques. However, they cannot be used with subjective

information.

Incorporating fuzzy logic (Zadeh, 1963) in decision making techniques can address
the partners’ evaluation and selection process reliability issue. This study proposes a

framework that incorporates fuzzy logic in AHP (a multi criteria decision making
7



technique) to be used by project initiators to effectively evaluate and select right
partners for tasks and evaluate / predict the partners' performance, even when
information available about the partners is insufficient.

1.6 Research Questions

This research focused on modelling VEs in the construction sector with a focus in
Kenya. The broad objective of this study was to propose a framework that would be
used by project initiators to effectively evaluate and select the right partners for tasks
using subjective information as provided in the partners’ company profiles. The
fra@zork would encompass partners represented as agents, which once selected,
woul a team that would collaborate to complete tasks. In order to achieve the
objective, tasks included determination of the system components of the VE,
determination aﬁ%esign of the techniques for evaluation and selection of partners.
Another task was sign of MAS environment where partners would interact.
Finally, simulation o/ ramework would be carried out for partners in the

construction sector enﬁgh following is a summary of research questions.

The main research ques@ as: /$7

MRQn: How can VE be mo din th@structlon industry?

In answering the above main res%ues set of secondary research questions
chq

@follows

RQn1: What are the systemic components yg_delll @Es’)
RQn2: How is the formation and evaluation VEs achieved? )\

RQn3: How can multi agent systems support the modelling of V%)

were defined. These set of resear

RQn4: How can a VE model be implemented for the construction ?
The following section explains these research questions.

RQn1: The systemic components would be identified by evaluators and corroborated
with literature review. These would be used as the evaluation and selection criteria

and sub-criteria for partners. They would also include the VE phases.

RQn2: Various multi-criteria decision making models (MCDMMs) would be
reviewed to identify the ones where the evaluators’ uncertainty judgements could be

taken care of while selecting partners and evaluating their performance.
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RQn3: Multi-agent systems (MAS) techniques would be reviewed. Partners would be
represented as agents and evaluated using company profiles. Virtual Enterprises
(VEs) as MAS would be discussed. A MAS tool would be used to develop a prototype
as a proof of concept.

RQn4: Data would be collected from Kenyan contractors and professionals from the
construction sector. The problem would be structured in the construction sector
context. MCDM algorithms would be used to select and evaluate partners. A

framework would be proposed as a solution to modelling VEs in the construction

)
1.7 CSummary

This chapter 5 resented the VE definition, types and lifecycle. A Virtual Enterprise

(VE) is a temporar nlzatlon that pools together different member enterprise core
competencies. VEs a S|f|ed according to three dimensions: (1) Time, (2)
Topology, and (3) ctu |fecycle of a VE is divided into three phases: (1)
Formation, (2) Man issolution.

Kenya has a well-develo wuﬂdl nd construction industry with quality

engineering, building and arch | desi rvices. The construction industry is a
key sector in Kenya economy and siste osted the second highest growth.
The industry also offers direct employ a igpificant proportion of the labour

force spread throughout the country. The cons t10 @) s potential contribution
to growth of the economy can be enhanced given recen @ﬁed expenditure on
infrastructure development, if the challenges facing the Sector.are effectlvely

addressed. Research questions were also presented.

A summary of the next chapters is as follows: In chapter two, a review of previous
works is presented. A VE conceptual model and partner evaluation and selection
problem is analyzed and a solution for the problem is proposed. In chapter three,
research methodology is presented. Research design is also outlined. Chapter four
discusses MAS for modelling VEs. Chapter five presents partner evaluation and
selection as a multi-criteria decision making problem. Experimentation and simulation
of VEs is done in chapter six while chapter seven presents interpretation of results and

research conclusion.



CHAPTER TWO

2.0 LITERATURE REVIEW

2.1 Introduction

Due to frequently changing demands from customers, global competition and
technological advances, it has been stated that the next generation of advanced
production technologies will rely on cooperation and collaboration of enterprise
ess) partners to share expertise, costs and risks (Hsieh & Lin, 2014). The
customer demands require that enterprises mobilize their resources to

qwck op a product to meet these demands. This can be achieved if enterprises

in competlt% together to deliver the product instead of each trying to deliver it.

Each of them brings their expertise into the collaboration. This collaboration where
each enterprise brin % core competency is referred to as a virtual enterprise

(VE).

The formation phz§@ )\ be divided into four steps (Tolle, 2004;
Afsarmanesh & Camarirfﬁ%tos,/Z 5; Guerra, 2006). These steps are: (1)
Identification of the problem, ( nti of the core competencies required to
develop a solution to the proble¢ ) The(blatlon and selection of the partner
companies capable of delivering the re or ilities and (4) Integrating the
core capabilities of the partners. Amongé st@ partner evaluation and
selection step is the most crucial one and is the main focusdf)e study. The first two

steps are problem specific. The integration phase ide s the functional
requirements for VE after identifying the required partners’ core C(@&cies.

2.2 Evaluation and Selection of Partners

The evaluation and selection of partners for any type of collaborative relationship has
been usually based on factors such as location and cost associated with the services, or
habits (Guerra, 2006). This is changing because enterprises can seek for partners
who are not closely located as long as they have the competencies required for a
given task in a project. The distance between the partners can be brokered by use of
information and communication technologies. Due to the dynamic nature of VEs, the
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evaluation and selection process becomes critical for their success. Despite being
critical to the success of the VE, the partner evaluation and selection problem has not
received much attention in the construction industry. Most authors acknowledge the
importance of the partner selection, but quietly avoid dealing with the problem. They
concentrate on the evaluation of the collaboration (Wildeman, 1998) instead of how to
make it work. Making the collaboration work means focusing on the evaluation and
selection of the best partners for the enterprise (Camarinha-Matos & Cardoso, 1999).
There exist only a few research works dealing with this subject.

Wi an (1998) divides the selection process into the partner and the collaboration
phas h phase focuses on different aspect of the prospective partners. The
partner oncentrates on the analysis of the partner as an individual and
autonomou%he collaboration phase, on the other hand, centers on the analysis
of the relationship een partners. Each phase uses a different set of selection

criteria. In a VE initiatipfy stage, the partner’s credentials consideration receives 70%

of the attention, %V'ng tﬁr t to the analysis of the collaboration. Once the
preliminary assessm@ he 2\ er has been performed, the focus is shifted to the
evaluation of the collabQ@y A@p int analysis of the collaboration gets 70% of
the attention. @

1
Using Plug and Play (PnP) prian, G sai( proposed a partners' integration
scheme that can be used to deal with@' le ship. Plug and Play defines
three major protocols: cool, warm and ho@ﬂh‘er, 1 @The cool protocol means
that the computer needs to be turned off before inserting the ware. In VEs, a cool
protocol is similar to an initial stage or start-up phase where th€ members are starting
to integrate. The warm protocol deals with situations, in which the &{er is on, but
most of the software are closed. In VEs, the warm protocol occurs when the partners
have been working together and the VE is in the phase of improving the performance
and reducing cost (Wildeman, 1998). The hot protocol allows for the computer to
remain on and majority of the software are not closed. This resembles deployment of
VEs where the members have been working together and have a close understanding
of each other and VE tries to reduce cost through a better economy of scale
(Wildeman, 1998).
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In the PRODNET project, Camarinha-Matos and Cardoso (1999) present a framework
for partner selection and describe the functionalities, but do not discuss techniques to
deal with the changing partner requirements and partner uncertainty during
evaluation. This can be addressed by introducing fuzzy logic (Zadeh, 1963) in
selection techniques. Gunasekaran (1998) studied the partner selection problem for
VE in supply chain management and pointed out that, mathematical models and
optimization methods are still a challenge which affects the choice of their
application. The partner selection problem is also studied under project management
in the_cooperation relationship of sub-projects contracted by partners (Wang et al.,
zo@ rucker (1999), the partner selection is embedded in the project scheduling
proble wever, these studies do not consider that VES as market driven
organizations;ymay require members with varying attributes and that evaluators'
judgements may ®e subjective. Therefore, the evaluation and selection process has to

%@iluators' subjective opinions occasioned by impreciseness

of evaluation paray\ re realistic approach is to assign weights to partners

ters.
that are not exact bu@t are u;b»

A number of researchers tu e( selection criteria specific to VE. There is little

be performed consid

evidence of research that has 1ri id evaluation and selection criteria specific

¢ Thi 3( ion reviews partner evaluation and
selection criteria from other domai hat % considered helpful to the
construction sector. The formation of a V jia of the core competencies
of each member of the organization (Goldman‘et al., 19 A r, 1998; Tolle, 2004).
These core competencies are dependent on the project tasgihe selection criteria

consider these core competencies. If partners’ core competenci@mtch the core

to VEs in the construction ind

competencies defined for the selection problem, ranking is done td determine the
best partner for each task. Core competencies are the requirements that must be
fulfilled by potential partners to qualify for consideration. Zhang et al. (1997), Chen
et al. (1998) and Camarinha-Matos and Cardoso (1999) used cost, quality, capacity,
and delivery time as selection criteria for partner companies. XueNing et al. (2000)
added customer services and financial stability to the list.

The selection of partners in collaborative relationships has been addressed in (Bronder
& Pritzl, 1992; Bailey et al., 1998; Huang & Mak, 2000). Bronder and Pritzl (1992)
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propose to select partners in collaboration alliances according to complementarity,
strategic and cultural compatibility. The complementarity criteria evaluate, among
other factors, the complementation in core capabilities, the potential for increasing
shareholders value, risks, and mutual gains. The strategic compatibility takes into
account the strategic goals and the lifespan of the alliance. A cultural profile of the
partners can be used to evaluate their cultural compatibility. The profile considers the
attitude of the partners towards the workforce and issues such as quality, cost,
innovation, technology and customer orientation. Technical capabilities and

oration history is not explicit. Bailey et al. (1998) conducted a survey to identify

eters used by companies in different industrial fields in order to select
.@y identify as the most important criteria: technical capabilities, matching
aims, cultural/ campatibility, development speed, strategic position, management
ability, security, orative record, business strength and cost of the development.
These criteria Wereﬁ)-@ed according to how managers consider them during the

selection process. Inythi

considered mportar@

Huang and Mak (2000) 0se a M)f election criteria to be used during the early

involvement of suppliers in %
criteria consider financial, busin dte

the financial position of the partners. echm ors take into account quality,
paﬁﬁ

it seems that the size of the partner company was not

process of new products. The selection

| factors. Financial factors evaluate
price, reliability, as well as process and d The business factors deal
with the flexibility of the partner, its reputatioh, comm n mechanism, and the
closeness of relationship between partners. Wildeman (é\ identified a more
comprehensive set of selection criteria used in the partner selectio collaboration
phases. The partner selection phase considers the following criteria:&plementary
skills, market position, financial position, management philosophy and size. The
collaboration phase evaluates the “chemistry” between managers, complementarity,
culture, trust, commitment, financial position and openness. This study also provides
the relative importance of each criterion. The study, however, fails to discuss ranking
of these selection criteria. Each of these criteria, have relative importance during the
evaluation and selection process. The American Society of Mechanical Engineers
(ASME) conducted surveys to identify the selection criteria used in collaboration and

found commitment to quality and reputation as the two most important criteria used in
13



the partner selection process (ASME, 1997). The factor considered least important
was the matching of corporate cultures. Other factors in between these two extremes
are the previous collaborative record, the resources of the partners, price,
confidentiality, as well as general and value-adding capabilities.

Sari et al. (2008) proposes the following partner selection criteria; the task price,
caution price (in terms of risk or commitment), task completion probability
(representing delivery time) and the partners’ performance. Cost is a major factor
which influences the partner selection. A partner's bid involving higher cost is liable
to @jected on economic ground. The total task quantity also influences the overall
price. of commitment is measured in terms of a caution cost which is the cost
that the must pay to the VE if the partner decides to give up before the
assigned task s%khed and is secured in the form of letter of credit. Thus, the higher
this value is, the mofp‘r ferable for the VE. Another key construct in the selection of
partners is the risk issj lated to cooperating with new and unknown or less familiar
partners. Inclusio W ﬁ S possessing the competencies required in a specific
situation is seen by ams 0 e,%}‘le major challenges related to VEs (Wu et al.,
1999).

Risk/uncertainty related to c%mg ? partners in a global environment

should also be considered in part @
Braglia (2000) concluded that the rela ?smned to a partner attribute
was primarily based on the type of risk invo v prOJect One of the key

issues in forming and succeeding of the VE is the matter 0 Z t. Trust is also a key

cess. For example, Petroni and

requirement in order to make information and knowledge-sharing @ in these types

)@\ Purdy and

Safayeni (2000) suggested that management would generally be willing to pay 4% to

of collaborative work. Partner performance is a trust building e

6% higher than the lowest acceptable bid if product performance is superior.

Bailey et al. (1998) studied the selection criteria in collaborative relationships.
Wildeman (1998), on the other hand, identified the selection criteria used in instances
of VEs. However, Sari et al. (2008) considered variability of selection criterion and
performance while evaluating partners. Bailey et al. (1998) conducted a survey to

identify the criteria used to select partners in industrial fields such as electronics,
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aerospace, biotechnology, as well as design and manufacturing. They identify as the
most important criteria: (1) Technical capabilities, (2) Cultural compatibility, (3)
Development speed, (4) Strategic position, (5) Management ability, (6) Security, (7)
Collaborative record, (8) Business strength and (9) Cost of the development. These
criteria were ranked according to how managers consider them during the selection

process.

Wildeman (1998) also carried out a survey to identify selection criteria. The work
proposed to divide the partner selection process into two phases: (1) Evaluation of the
pa@s and (2) Evaluation of the collaboration. This approach is based on the
Mg that a successful collaborative project starts with the right partners. In

pproach starts by considering the components of the system before
analyzing ho o@components will fit and work together. The partner phase focuses
on the analysis of /s as individual and autonomous units. Thus, if partners are

n@heir own, it is almost impossible to succeed within the
collaboration. The bo@n)o\hase analyzes the relationship among partners. It
Y

not in a sound situati

takes into account \ agement related issues that are not the core

competencies of the partn cto A&s management style, and corporate culture

should be considered during ua the collaboration. The criteria identified

for the evaluation of partners ares Co m{wtary core capabilities (skills), (2)
Market position, (3) Partner’s financial(pogition, %agement philosophy, and (5)
Size of the partner's organization. The positi aluates the possibility of
gaining access to new markets through partneg?he m&% nt philosophy is used
to evaluate a potential fit among the partners. It takes into nt issues such as
management style, openness to cooperation and consistency in den-making. The
criteria utilized for the evaluation of the collaboration are: (1) emistry, (2)
Complementarity, (3) Culture, (4) Trust, (5) Commitment, (6) Financial position of

the collaboration, and (7) Openness.

In contrast to the selection criteria for the partner phase, the criteria used in the
collaboration phase are qualitative and subjective. It can be seen that these criteria
deal with ‘soft’ issues that are both difficult to evaluate and subjective. Chemistry
takes into account the relationship between managers. The complementarity of core

capabilities evaluated in the partner phase, can now be extended to consider
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management and ‘soft’ issues between the partners. Culture considers the corporate
backgrounds of the partners. Openness takes into consideration the management
attitude towards change and new ideas as well as towards collaboration. It should be
noted that the relative importance of both phases varies. During the preliminary
evaluation of the partners, the focus is on the partners. Wildeman (1998) proposed to
assign 70% of the importance to the criteria for evaluating partners while 30%

importance is assigned to "soft" issues in the collaboration phase.

A critical analysis of Bailey et al. (1998) and Wildeman (1998) work reveal that
co@rative record (Bailey et al., 1998) and trust (Wildeman, 1998) are considered
equiv@’ riteria. These two criteria are not equal; however, they are strongly
related, Q’v trust is achieved by establishing collaborative relationships.
Furthermore, ss strength (Bailey et al., 1998) has no equivalent in the
Wildeman (1998)'s Set=Chemistry, complementarity, commitment and openness can

be evaluated by combi veral criteria.

To gain a more co %r;wi )sLerstandlng of the criteria used for partner selection,

the scope of some of r|a originally proposed by Bailey et al. (1998)

is expanded to include the d man (1998) and Sari et al. (2008). To that
extent, the financial securlty @ considered in evaluating both the
partners and the collaboration in The borative record also takes into
account trust, performance and relia oé tners. In addition, business

strength takes into account the chemistr e ting managers, how the
partners complement each other's goals and objectlves ( @entarlty) and their
commitment to the VE. The business strength criterion is alsé used to evaluate the
openness of partners. Partners' commitment to the VE takes into ac isks and / or

uncertainty of having partners in the collaboration.

It should be noted that the size of the company and its location are not considered as
selection criteria. Location is made irrelevant partly by the use of information and
communication technologies. The size of the company is not included because of
three important reasons. First, Goldman et al. (1995) considers the size of the partner
to be irrelevant to formation of VE. Second, it has been found that in rapidly changing
market sectors such as biotechnology and computer industry, the small companies are

the leading companies in forming VEs (Campbell, 1998). Third, VEs are used by
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smaller companies as a means to increase their apparent size since they can present
themselves to customers as larger organizations. It can be stated that partner
enterprises in a VE require three domains namely business, technical and management
(Bailey et al., 1998; Wildeman, 1998). Business domain deals with all financial and
market related issues to grow the enterprise. Technical domain involves technological
requirements for the smooth running of the business. Management domain considers

all human resource related issues in the organizations.

2.2.1 The Partners’ Evaluation and Selection Problem

Th ers’ evaluation and selection problem can be formulated using ‘the
switchin@nciple’ (Mowshowitz, 1999), which separates the abstract requirements
of the tasks f heir satisfiers. Switching is the dynamic assignment of satisfiers to
the abstract req% s in such a way that the strategic goals of the VE are met. The
abstract requirement: % needs of the tasks and the satisfiers are the resources
required to meet t In this problem, the tasks identified during problem

analysis are the abs quife yzh s, and the partners are the satisfiers of those tasks.
In principle, the proble aprbe int ted as an assignment problem and represented

using a bipartite graph, as s i F|g re

A bipartite graph is a graph who tlces e divided into two independent sets,
for example, U for Partners and V fo s su every edge (u, v) connects a
vertex from U to V and (v, u) from V to |s n e that connects vertices of
same set. In Figure 2.1, the tasks are rep esented 0 Aﬂ){lght and the partner
companies on the left. It represents a pool of potential partner: the project tasks.
That is, many partners can have the competencies needed for se asks and one

task can be implemented by more than one partner (one-to‘many type of
relationships). This evaluation and selection problem can be simplified by considering
each task independently, as shown in Figure 2.2 where one task can be implemented
by more than one partner and the best partner company has to be selected.
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Partners Tasks

Task Partners
O 1 !
]
n (] m "
<)6 Figure 2.1 Task Assignment Figure 2.2 Partners' Selection

Partner Won and selection problem (PESP) can be represented mathematically

as: @
7 () f(zm%m), 0 1)

where: )\ fy )\
v(t): pa&r@/giluétsynd selection problem.

Z(h): a set of tn%mofth%,
Z(h) ={z1, 22, ér@ Zl/b

S(p): a set of selection crite@r! as@iﬁ%&asks to partner companies,

_ /)\
S(p) ={s1,S2, ... sn} n=1.
J'

P(m): a set of prospective partner companies that sa@s the selection
criteria, Sp and project tasks, zn. /<\

P(m) = {p11 p27 pm}i m>1.
T= expected completion time.
The PESP for the project is formulated as follows:

“Which partner companies pm (Mm>1) are capable of performing the task zn(h>1)
according to the selection criteria sp(p>1) for expected completion time T?” This
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requires the determination of the number of companies that are qualified to carry out

tasks.
The same problem for a single task is formulated as follows:

“Which partner company pm is capable of performing the task zn according to the
selection criteria sp for expected completion time T? ” This requires the determination
of a company that is qualified to carry out a task.

The term P(m) in Equation 2.1 refers to a pool of partner companies that, at least,
ha@]e core capabilities needed by the VE to complete the project task. They can

satis or more tasks. The tasks Z(h) refer to the different technologies or
domains jch the partner companies have expertise. For a building construction
project, the t ipclude, among others, electrical, mechanical plumbing, structural,

interior design andal%vd scaping. Each of these tasks requires different technologies
and / or speuahzaﬂon( equires different resources. A different set of selection
criteria S(p), may cf@ r each task or domain. For example, a structural
engineering task m& we‘?\ rtner with technical, management and business
skills. Business skills Q uﬁn jal security, business strength among others.

The selection criteria S(p) ar ra used to evaluate how partner companies
meet the specifications of the ? The 9{ ifications may include the design,
construction or management specific t@need erform the task. In addition to

the technical specifications, other specmc E ﬁ and quality can be added.
n proble It| criteria and multi-

In general, the partners’ evaluation and selecti

objective decision making problem.
2.3 Construction Project as a Virtual Enterprise Q(\

Projects in the construction sector are implemented by multiple partners. A client
hires an architect / consultant who makes designs for the project and engages other
consultants to carry the various tasks. For example, in a building construction project,
the main consultant who is normally the architect, contracts civil/structural, electrical,
mechanical, plumbing, interior design and land-scaping engineers. They work as a
team to accomplish the tasks. The main consultant selects the best engineer /
engineering firm among many who have similar qualifications. These companies

coordinate among each other.
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Civil engineering firm implements the structural works which include among others,
earth works, form work, reinforcement, concreting, masonry, roofing and plastering.
Electrical engineering firm carries out connections to power supply, wiring, fittings
and conduits. Mechanical engineering firm carries out fixing sleeves, fittings among
others. Plumbing firm does pipe works, connections to external works among others.
Land-scaping firm carries out earth works, planting, constructing fountain among

others. Interior design firm does partitioning, paint works, furnishing and decorations.

2.3.1 Virtual Enterprise Performance Evaluation

In@: struction industry, time overruns and cost overruns are major performance
é getal., 1997; Choudhury & Phatak, 2004; Olawale & Sun, 2010). For a
successful %IOH project, time and cost efficiency is important. If partners

issues

accomplish théiridsks in good time and at reasonable costs, then the overall project

will be considere cious. This section reviews the causes of time and cost

overruns of const ects Available literature on this subject, examines the

time and cost ove §Q pro C W|thout indicating how partner activities influence
0

these time and cost

2.3.1.1 Time overruns and O
Time overruns is defined as the |on e beyond planned completion dates
{5 an (2001) and Choudhury and

tween the actual completion

traceable to the contractors (Kamin e@
Phatak (2004) defined time overruns as t ere

time and the estimated completion time. Delalﬁn prdjé}n'}a those that cause the
project completion date to be delayed (Al-Gahtani & Mohan{2007). Factors related to
time overruns vary with types of project, location, size and scope Oroject. Kaming
et al. (1997) identified 5 causes of time overruns through a questlowQ}e survey in
Indonesian high rise construction projects. These were: design changes, poor labour
productivity, lack of adequate planning, shortage of materials and inaccuracy of
material estimates. Kaming et al. (1997) do not explicitly state, if contract
modification, lack of personnel experience and sometimes quality requirements, lead
to more time spent in executing the project. Chan and Kumaraswamy (1997) reported
five principle causes of time overruns, perceived among contractors, clients and

consultants in Hong Kong construction projects. They included: poor site
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management and supervision, unforeseen ground conditions, delay in decision

making, client initiated variations and design changes.

Frimpong et al. (2003) carried out a questionnaire survey in Ghana groundwater
construction projects and ranked 26 factors responsible for project delays and cost
overruns. The factors included, among others, planning and scheduling deficiencies,
delays in work approval, inspection and testing of work, frequent breakdowns of
construction plant and equipment, escalation of material prices, slow decision-making
and difficulties in obtaining construction materials at official current prices. Kendall’s
co@ent of concordance (Cheng et al., 2010) was used to test the degree of
agree!@’ etween owners, contractors and consultants and concluded that there was
insignifi@ ree of disagreement. The five most important factors as agreed by

owners, contr rs and consultants as main causes of time and cost overruns were:

monthly payment dififteulties from agencies, poor contractor management, material
procurement, poor techni I erformances and escalation of material prices.

Aibinu and Jagb }mmed the effects of delay on the delivery of
construction prOJects | |a ratlon of site activities coupled with improved
owner’s project managemen ce a d inclusion of an appropriate contingency
allowance in the pre-contract e s w ommended as a means of minimizing
the adverse effects of constructlon Wz commendations do not envisage

scenarios where contractors, owners sul ;?ould require modifying the
project requirements due to new developm J_un requwements which may

not have been factored in pre-contract estimates.

In addition, personnel experience which is critical in any constru project is not
factored. Odeh and Battaineh (2002) studied the causes of cons w@bn delay at
traditional contracts in Jordan. The study illustrated that labour productivity was the
most important delay factor according to contractors. Inadequate contractor’s
experience, however, was the most important delay factor to consultants. Koushki et
al. (2005) also identified estimates of time overruns and their causes. The three main
causes of time overruns are changing orders, owner’s financial constraints and
owner’s ignorance in construction issues. Both studies exclude the quality

requirement of the project as a factor which may delay the project completion time.
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Doloi et al. (2012) identified the key factors impacting delay in the Indian
construction industry. They established the critical attributes for developing prediction
models for the impact of these factors on delay. Regression modelling and factor
analysis were used to examine the significance of the delay factors. The most critical
factors of construction delay were identified as lack of commitment, inefficient site
management, poor coordination in site, improper planning, lack of clarity in scope of
project, lack of communication from factor analysis. The regression model indicated
slow decision making from owners, poor labour productivity and architects’
reluctance to change and / or rework mistakes in construction were the reasons that
af@ e overall delay of the project. These factors were also evidenced by Mambo
(2010) 'dition to accessibility to the project's site especially when the site is
located in towms

Shanmugapriya a ubramanian (2013) investigated the significant factors
influencing time overr ndian construction projects. They observed 76 factors of

time overruns and%edﬂ"?in to 12 major groups. Hierarchical assessment of
etermi

factors was carried ranking of the factors based on the significance.

This was based on Regjsynp wﬁc Index (RII), calculated for each group of

respondents i.e. contractors, tan

survey showed that top the 5 <ﬂ'gnif a(ﬁctors of time overruns ranked by
[

overall respondents were, change

owners and overall respondents. Their

ria t rate (attributable to various

reasons such as change in materials price @2 ma &unavailability of materials
in the market), contract modification (the modific )ﬁ?gontract would lead to
the project delay due to the addition of new work and repla%ment to the project

ation

requirements), higher level of quality requirement (to produc@higher quality
product, requires more than the estimated time), project location (diffié&t\to transport
materials and equipment to a site) and placing overall responsibility on inexperienced

personnel (takes more time on a project compared to the experienced ones).

Considering time overruns, this study observes that that most important factors
applicable in Kenya are contract modification, required quality, personnel experience
and site location. Contract modification entails everything to do with changes
occasioned by either, project owners, contractors or consultants. Required quality is

about the decisions by project owners demanding that project is executed with highest
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standards possible, which requires that more time is used to achieve the same. For
personnel, the more experienced the contractors, consultants and other officers, the
less time it takes to complete a project and vice versa. Finally, the location of the
project determines the accessibility of personnel and materials to the site, affecting the
project completion time. Among these factors, the ones that affect partners'
performance are contract modification, required quality of the product and personnel

experience. Site location is often beyond partners' control.

2.3.1.2 Cost overruns and causes

Cq@/errun is defined as excess of actual cost over budget. Cost overrun is also

calle ﬁcalation, cost increase, or budget overrun. Choudhury and Phatak (2004)
t

defined ,?t overrun as the difference between the original cost estimate and

actual const cost on completion of a construction project. In a study of
infrastructure pro; Nigeria (Omoregie & Radford, 2006), it was found that the
major factors of cost s were fluctuations in prices, financing and payments

C|ent contract management, delays in schedule,

made for comple;ea‘

changes in site co

c ate estimates, shortages of materials, delay in
imported materials, dffs changes in design, subcontractors and
nominated suppliers, advers atig/ onditions, non-adherence to contract
conditions, mistakes and disagree inc u(ct condition and fraudulent practices.
Similarly, in Vietnam, Le-Hoai et al. fou% the top 5 significant factors
causing cost overruns in large constructloé cts dequate site management
and supervision, lack of project management support financial difficulties,

contractors' financial difficulties and changes in design.

A study on UK’s construction industry, Olawale and Sun (2010) @(\'@d 21 major
factors causing cost overruns as changes in design, risk and uncertainty associated
with projects, inaccurate evaluation of projects time and cost, non-performance of
subcontractors, complexity of works, conflict between project parties, disagreements
in contract documentation, contract and specification interpretation disagreement,
inflation of prices, financing and payment, lack of proper training and experience of
project manager, low skilled manpower, unpredictable weather condition, dependency

on imported materials, lack of appropriate software, unstable interest rate, fluctuation
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of currency/exchange rate, weak regulation and control, projects fraud and corruption

and unstable government policies.

Shanmugapriya and Subramanian (2013) investigated the significant factors
influencing cost overruns in Indian construction projects. They observed 54 factors of
cost overruns and grouped them in to 8 major groups. Hierarchical assessment of
factors was carried out to determine ranking of the factors based on level of
significance. It was assessed based on Relative Importance Index (RII) value,
calculated for each group of respondents i.e. contractors, consultants and owners and
aIs@ overall respondents. The survey showed that the top 5 most significant factors
of coa%ms ranked by overall respondents are high transportation cost (attributed
to the lo nce of the site from the market and high rent of the vehicles), change
in materiar? ification (change in the contract causes change in material
specification WhIC cts material costs) and escalation of material price, frequent
breakdown of constru Iants and equipment, rework (rework of sections of the

project increases t s

The following factor ted as the main ones causing cost overruns:

repeat job, personnel char eyftate chan arket rate change, material price change,

equipment breakdown and cha tra /ost Among these factors, repeat job
er

and change in charge rate are within part ntrol while the rest are beyond
partners’ control but affects the overal% ?nce Factors within partners'
control should be managed well to attain cost’effectiv

2.4 Multi Criteria Decision Making Models J,

The partner selection process can be considered as a Multi-Critericision-Making
Modelling (MCDMM) process, characterized by a substantial degre@ uncertainty
and subjectivity due to limited information about potential partners. Several multi-
criteria decision making models have been proposed, including Analytic Hierarchy
Process (AHP) (Saaty, 1980), Elimination EtChoix Traduisant la REalite
(ELECTRE) (Roy, 1991), Technique for Order Preference by Similarity to Ideal
Solution (TOPSIS) (Lai et al., 1994), Neural Networks (NN), Weighted Linear
Models (WLM), Linear Programming (LP), Mathematical Programming (MP)
(Aruldoss et al., 2013), Data Envelopment Analysis (DEA) (Cook et al., 2014).
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Although several effective techniques and models have been utilized for evaluating
partners, there is little work incorporating variability measures into the evaluation
process (Chou et al., 2008; Chatterjee & Mukherjee, 2010). The integration of
evaluation and selection criteria attributes variability into the decision making
process, and the identification of effective alternative choices provides the VE

initiator with flexibility in the final evaluation and selection process (Sari et al., 2008).

Zhang et al. (1997) considered a weighted sum algorithm (WSA) for the selection of
partners. In decision theory, the WSA is the simplest Multi Criteria Decision Analysis
( method for evaluating a number of alternatives in terms of a number of
decisi ria. In general, suppose that a given MCDA problem is defined on m
alternative n decision criteria. Furthermore, assuming that all the criteria are
benefit criteria; |s the higher the values are, the better it is. Suppose that W;
denotes the relati t of criterion C; and ajj is the performance value of
alternative Aj when @ ated in terms of criterion Cj. Then, the total (i.e. when
all the criteria are &ere taneously) importance of alternative Ai, denoted as

AVWSASCore s defined

A WSA-scor 62/%&] %12 3. (1.2)
The problem with this method |s %ble only when all the data are
expressed in the same unit. Anoth ro Iem |s in attaching weighting
coefficients to each of the objectives. The W e?\ts do not necessarily
ivgs or allow tradeoffs

correspond directly to the relative importance of the obj

between the objectives to be expressed. O

Data Envelopment Analysis (DEA) (Sherman & Zhu, 2013; Cook e@ 2014) is a
Linear Programming based technique for the analysis of efficiency of organizations
with multiple inputs and outputs. Its merits are: (1) Multiple inputs and outputs can be
handled and (2) Comparisons are directly against peers. The demerits are: (1)
Measurement error can cause significant problems, (2) Absolute efficiency cannot be
measured, (3) Statistical tests are not applicable and (4) Large problems can be

demanding.
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Elimination EtChoix Traduisant la REalite” (ELECTRE) (Roy, 1991) is a MCDM
method which allows decision makers to select the best choice with most advantage
and least conflict in the function of various criteria. The ELECTRE method is used
for choosing the best action from a given set of actions. Different versions of
ELECTRE have been developed including ELECTRE I, II, I, IV and TRI. All
methods are based on the same fundamental concepts but differ both operationally
and according to the type of the decision problem. Specifically, ELECTRE I, is
intended for selection problems, ELECTRE TRI for assignment problems and
ELECTRE II, Il and IV for ranking problems. The main idea is the proper utilization
of king relations”. ELECTRE creates the possibility to model a decision
process t@ing coordination indices. These indices are concordance and discordance
matrices. ision maker uses concordance and discordance indices to analyze
outranking relm);k;fﬂ_wong different alternatives and to choose the best alternative

using the crisp data. ty( ethod is time consuming.

The Technique for r ye by Similarity to Ideal Solution (TOPSIS) method
(Lai et al., 1994) t
increasing or decreasing u@w w w{&s to easily defining the positive and the

ach criterion has a tendency of monotonically

negative ideal solutions. To &y, et tive closeness of the alternatives to the
ideal solution, a Euclidean distan @ roposed. A series of comparisons of
these relative distances will provide @)refer@ rder of the alternatives. The
TOPSIS method first converts the varlou ﬂﬁ ons into non-dimensional
criteria similar to ELECTRE method (leo aram e 09) The concept of
TOPSIS is that the chosen alternative should have the shorg&(—dlstance from the
positive ideal solution (PIS) and the farthest distance from the neg ideal solution
(NIS). This method is used for ranking purposes and to get the best’pgrformance in
multi criteria decision making. The method, however, is time consuming and does not

consider variability in attributes.

Sha and Che (2005) and Ip et al. (2004) used more elaborate approaches for the
evaluation and selection of partners. The former utilized a 0-1 integer programming
with a non-analytical function and a branch and bound algorithm. The latter
implemented Genetic Algorithms. These decision making models use optimization

rules for performing partner evaluation and selection. Optimization rules involve
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finding an alternative with the most cost effective or highest achievable performance
under the given constraints, by maximizing desired factors and minimizing undesired
ones. Optimization is limited by the lack of full information, and the lack of time to
evaluate what information is available (Ling et al., 2010). Unconstrained optimization
involves finding the optimum to some decision problem in which there are no
constraints while constrained optimization involves finding the optimum to some
decision problem in which the decision-maker faces constraints (e.g. constraints of
money, time, capacity or energy).

gh these algorithms do rank all the available alternatives, they are unable to

%

alternative utes are varied to take into account partner or project changes. Given

ccount the requirements of the VE as a whole that may require that

a pool of part companies, these methods rank the partners according to their

satisfaction of t aluation and selection criteria without considering the
tendencies of the deci akers to be imprecise when making judgements about
partner abilities t mﬁ}\To account for this impreciseness, there is need for
incorporating techn§( that ca ess the imprecise judgements from evaluators.

Covella and Olsina (2006)'s ste w of fuzzy logic to deal with impreciseness
(subjectivity) of the evaluators.

Many research studies have anal multi-criteria decision making
problems using multi-level analysis o te atl nalytlcal Hierarchy Process
(AHP) (Saaty, 1980) is a MCDM algorlth at u irwise comparisons of

alternatives to derive weights of importance from a multi-I ﬂzrarchlcal structure
of objectives, criteria, sub-criteria and alternatives depending on th blem. In cases
where the comparisons are not perfectly consistent, AHP provide%omplicated
method for improving the consistency of the comparisons, by using the Eigenvalue
method and consistency checking method (Saaty, 1980). The hierarchical structure
fits well with the structure of partner evaluation and selection problem. Cheng et al.
(1999) identified the shortcomings of AHP as follows: (i) It is used in nearly crisp
(exact) decision applications, (ii) Does not take into account any uncertainty
associated when mapping human judgement to a number scale, (iii) The subjective
assessment of decision makers, and change of scale have great influence on the AHP

outcome. Furthermore, Wang et al. (2008) found out that the increase in the number
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of characteristics geometrically increases the number of pairwise comparisons by
O(n?/2) which can lead to inconsistency or failure of the algorithm. Furthermore, AHP

cannot solve non-linear models (Cheng et al., 1999).

Another weakness of AHP identified by Mikhailov (2003) is that it cannot be used
when judgements are considered to be uncertain. In practice, human evaluation can
sometimes be vague. The factors that contribute to ambiguity/fuzzy/uncertainty of
judgements are: (i) lack of sufficient information about the problem domain, (ii)
incomplete information, (iii) lack of methods for data validation, (iv) changing nature
of@;roblem, (v) lack of appropriate scale. Mikhailov (2003) argues that the best
way e uncertain judgement is to express it in terms of fuzzy sets or fuzzy
numbers (Mikhailov, 2003). In an attempt to address the shortcomings of AHP,
Mikhailov (2 O@mroduced fuzzy logic in AHP. Fuzzy logic (Zadeh, 1963) deals
with a continuum Mfaviables and best addresses uncertainty and vagueness in input
variables, in order to ational decisions under such conditions. Fuzzy logic is
derived from fuzz hem‘% has proven advantages within fuzzy, imprecise and

uncertain decision siua abstraction of human reasoning in its use of

approximate informatio un v‘ to generate decisions (Zadeh, 1965). |
implements grouping of data %}at are not sharply defined. Fuzzy logic
is considered the best method red o/ terministic approaches, algorithmic

approaches, probabilistic approaches a achm& ning (Ahmad et al., 2004) for
problems that users are not certain of the v 2 para &s to use.

Fuzzy AHP (Mikhailov, 2003) being an extension of conv@l AHP, comprises
the steps of conventional AHP, with fuzzy logic, namely: (i) ng the problem
into hierarchy; (ii) computing the pairwise comparison matrix to o@(ﬁe weight or
priority vector and (iii) computing the global prioritization weight. Structuring of the
problem into hierarchy involves decomposing the problem into objectives, sub-
objectives and alternative solutions. AHP analyses how the alternative solutions
satisfy the sub-objectives and how sub-objectives influence objectives of the problem.
This is done by computing priority weights for alternatives in all levels of the

hierarchy.

Different approaches have been proposed by researchers to compute the prioritization

of weights. The approaches differ according to whether they are applied to crisp
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preference values or fuzzy preference values. Examples of the approaches for
computing crisp preference values are: (i) the Eigenvalue method (Saaty, 1980) (ii)
distance functions (Golany & Kress, 1993) (iii) least squares (Golany & Kress, 1993)
(iv) weighted least squares (Golany & Kress, 1993), (v) logarithmic least squares
(Wang et al., 2008), (vi) logarithmic least squares with absolute values (Wang et al.,
2008), and (vii) the goal programming method (Wang et al., 2008). Examples of the
approaches used for computing fuzzy preference values (Wang & Fu, 1997) are: (i)
extent analysis (ii) fuzzy preference programming (iii) fuzzy goal programming.

T@Iowing is a brief description of each of the weight prioritization methods. For
crisp ence values, the Eigenvalue method computes the average of the
normaliz@ iprocal pairwise comparison matrix at all levels of the hierarchy.
Normalizat;)?| e pairwise matrix is computed by dividing the matrix column
value with the mat Iumn total. The normalized values in each matrix column, is
averaged for each ro matrlx The averages are the priority vectors which are
then normalized t% eights. The distance functions are computed on all

set of ratio-scale @an n, for given inconsistent ratio-scale matrix, the
t ac

/at.

computed. For least squares th

minimum distance be scale values and the desired output is

iMimum of the results of the squares of the
output of the distance method mpu {n the linear programming method,

summations of the differences of the cale Ix,values and the desired weights

are computed. G
e il

For fuzzy preference values, extent analysis is compute he extent of each
pairwise comparison fuzzy values. Fuzzy numbers can be tria)gﬁ if they are three
or trapezoidal if they are four. Extent analysis is calculated by fin%e degree of
possibility that any of the numbers is the correct evaluation value. Wang and Chin
(2008) used extent analysis to compute priorities for fuzzy judgements. Mikhailov
(2003) applied fuzzy preference programming method for fuzzy judgements to
address the weakness of other methods in applying fuzzy AHP, namely: (i) all
methods derive priorities from fuzzy comparison matrices, (ii) fuzzy priorities
obtained lead to the final fuzzy scores results, which are also fuzzy, (iii) ranking can
be done by using different methods in the defuzzification of the final fuzzy scores,

although this can result in giving different outcomes (Bortolan & Degani, 1985).
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Srdjevic (2005) proposes a combined method for prioritization which combines
methods from the traditional AHP and Fuzzy AHP. In this method, Extent analysis
was not included. Chang (1996) proposed that priority weight can be computed using
the basic theory of extent analysis in Fuzzy AHP. Mikhailov (2003) stated that the
fuzzy extent analysis method has problems especially because of its use of the
arithmetic mean method to compute fuzzy priorities. Zhu et al. (1999) introduced an
improved approach of Fuzzy AHP (with extent analysis). The fuzzy extent analysis
method has been applied in other research studies. For example, Bozdag et al. (2003)
applied Fuzzy AHP (with extent analysis) in selecting computer integrated

ring systems. Kwog and Bai (2002) also used Fuzzy AHP (with extent
analysi )@ noted that it was effective in solving multi-criteria evaluation problems.
Wang and 008), however, suggest that the use of extent analysis can lead to

incorrect decisio

Leung and Cao (2000)/ es,a good outline of consistency checking and ranking done
when using fuzzypafP T uestion research done with Fuzzy AHP without testing

ang\%and Tran (2007) also question research done
using methods that fuzz P.

fuzzified are already fuzzy a%f
inconsistent. However, Leung an gue that the procedure in computing

(2
the consistency of evaluators’ judg§@ may S answers to their doubts on
or

consistency. Mikhailov (2003) provides a |ng fuzzy priorities when

consistency. On the“at
eirystance is that all judgements before being

c

tion might make the results even more

using Fuzzy AHP without requiring calc lation fo ;(g egation and ranking
procedures. This approach is best used in non-linear equations aﬂp«oach by computing
priorities without calculating fuzzy comparisons; it addresses th@ubts raised by
Saaty and Tran (2007). This study also concurs with Triantaphyllou . (1997) that
multi-criteria decision methods are controversial and that there is no unique theory

accepted by all in the field.

2.4.1 Partners’ Evaluation and Selection as an MCDM Problem

Figure 2.3 shows a general representation of a decision-making problem. This
representation considers the decision-making problems as systems (Changkong &
Haimes, 1983). A system is a set of parts or components that works together to

achieve certain goals. A system interacts with the environment in two forms: inputs
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and outputs. The inputs are usually the conditions in the environment where a system
exists and the stimuli that cause a reaction from the system. The outputs are

consequences of the inputs being processed by the system.

In the partner evaluation and selection problem, the inputs are the evaluation and
selection criteria. These criteria are established in the objectives and attributes unit of
the decision-making system. The triggering signal is the purpose for decision making.
This is the evaluation and selection of a team of partners who will collaborate to
provide a solution to the customer needs. The output of the problem is the ranking of
alt@ives (potential partner companies) according to their satisfaction of the
evaluall Od selection criteria.

A
Triggering .
Signal [Iz/elcslon Objectives
_ akin i
ng & Hierarchy Decision
Unit
/ Output
Data
— >
Input Data Qecis!on Decision
— Situation
Rule
_ iy XN
Figure 2.3 A General Representation of a Decision-Making System
4

According to Changkong and Haimes (1983) and Yu (1985), th%onents of a
decision-making problem are: (1) a decision-making unit, (2) a set of objectives/tasks

and their hierarchy, (3) the decision situation, and (4) the decision rule.

The following sections discuss these components in the context of VEs in the

construction sector.

The Decision-Making unit processes the information from all other sub-components.
It takes as inputs the other components of the system. This unit is likened to the

project initiator who gets the clients’ problem, decomposes it into objectives, sets the
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criteria and selects the best partners according to how they satisfy the criteria. The
inputs are the project requirements and the output is the selected team of partner

companies.

The set of objectives and their hierarchy helps to formulate the decision problem
precisely. The objectives are the tasks that when implemented by the partners, the
problem is solved. These objectives are achieved by partners and they provide a
reference for evaluating the performance of a given partner. A hierarchy, on the other
hand, is a result of a well-defined set of objectives and selection criteria. The
hi é)rganlzes the objectives and selection criteria from general to specifics. The

highe | of the hierarchy contains the most general objective and selection

criteria. lowest level of the hierarchy, the criteria become more specific and

narrow in sc his transformation from broad objective to specific selection

criteria is a result Q?fw

sub-criteria. In a hie
the criteria of the rp&? igh

iding broad and complex objective and selection criteria into

the sub-criteria at lower levels contribute to satisfy
%

The decision situation{ co on@fines the structure of the problem and the
-criter@ecision-making problems. The decision

situation requires a complete terlz ti f the boundaries (or scope) and the

decision environment in

basic components of the problem T deC| &uatlon component produces a
decision, and for this study, the selecte rs uﬁéope and type of inputs of the
decision situation vary, according to the ma nﬂ.«de struction project. In the

simplest case, the scope of a decision situation has three elaﬁﬁ: a set of available
ri

partners, a set of objectives and selection criteria and sub-crite 'E;Eat are used as

decision variables, and a description of the current state in the en t in which
the decision is made. The inputs, in this case, are the values of attributes for each
potential partner. In addition, the VE initiator is the only element in the decision-

making unit.

Decision situation units are problem specific. Partner evaluation and selection
problems in the construction sector, for example, may vary depending on its
complexity. The input to the decision unit is the set of credential of the potential
partners, the attributes are the selection criteria used for selecting partners and the

decision variable is used to select partners according to the ranking obtained in the
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decision rule unit. The alternatives are the potential partners. The state of the decision

environment is the formation of a VE.

The Decision Rule deals with making a selection from a set of potential partners. The
selection of the “best” partner implies a certain order, ranking, or preference, based on
the selection criteria or rules. In general, these criteria evaluate performance and
satisfaction of tasks. The Decision Rule unit is a set of rules used to evaluate or

rank a set of available partners.

5ent based Modelling
Agen : computing (Wooldridge, 1998; Jennings, 1999) is a scientific domain
which is and widely spread. An agent could even be a representation of an
interacting ‘s%omponent of a large system used to explore emergent global
behaviour in a simulét (Gilbert & Troitzsch, 2005; Niazi & Hussain, 2011).

Agent design and '@\ 0 hand in hand but in completely different ways in

different sub-do ? )esed computing. On one hand, there are studies
whose aims are to d %o S )es of agents where the role of simulation is

closely linked to validati the f operatlon of actual or physical agents
(Bellifemine et al., 2001). On her re studies, whose goal is not agent-
design but rather the agent-design i ns 0 loping simulations that may lead
to better understanding of global or e p na associated with complex

adaptive systems (Macal & North, 2007; Nai },Hus 011)

The area of agent-based modelling can be related to a wide é\ m of research such
as agent methodologies and agent theories. The agent-based model m to be driven
by agent theories, such as the work on teams and teamwork. Anothe@roach takes
object-oriented modelling techniques, such as UML, and proposes extensions to it
to model agent properties. This research follows approaches inspired by
organizational modelling and business process modelling, where autonomous entities
within an enterprise are considered. Tan et al. (2013), proposed a framework for
service enterprise workflow simulation with multi-agents cooperation. This was to
address the lack of flexibility and scalability as exhibited in the generic method for

service business workflow simulation based on the discrete event queuing theory.
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While Agents and MAS from the Al perspective are not less important in any way,
agent-based modelling (ABM) and simulation paradigm has even been termed a
revolution in the esteemed journal Proceedings of the National Academy of Sciences
(Bankes, 2002). ABM has found parallel applications in numerous domains as
diverse as the Social Sciences (Epstein & Axtell, 1996) to Biological Sciences
(Siddiga et al., 2009; Mukhopadhyay et al., 2010) to Environmental modelling (Niazi
et al., 2010; Xiaofei, 2010). It is even prevalent in the modelling of business systems
(Aoyama, 2010) and recently in the modelling of computational systems such as in

és Sensors (Niazi & Hussain, 2010) and ad-hoc Networks (Niazi & Hussain,

Several Q have proposed software agents and distributed artificial intelligence

(DAIl)asam supporting dynamic organizational forms such as VEs. Levitt et
al. (2001), propose BM approach to project-oriented organizations engaged in
knowledge work. Th |C|pants of a VE are considered as agents whose

autonomous beh s}\ e coordinated. In Bernus and Baltrusch (2002)
and Bernus et al. (2 ent posed as a means of supporting the control and
decision framework of a

A methodological framework % eag@? ter-enterprise cooperation, within the

context of a VE, was proposed by ata ala (2003). They proposed three
models of integration: by data, where shake /?9 by processes where agents
synchronize their actions and processes, e where agents use and

share knowledge to perform some common proce ey describe how
coordination can be achieved by such integration. Agent-béé odels for VEs,
where the focus is on the formation and operation of VEs, are not@@( reported in
the literature. However, several architectures, such as proposed in Camarinha-Matos
et al. (2005) address the VE formation phase. Other works have been published on
the application of multi agent systems (MAS) and market-oriented negotiation
mechanisms for the VE formation (Camarinha-Matos & Afsarmanesh, 2001). An
early example by Rocha and Oliveira (1999) assumes a virtual market place where
enterprises, represented by agents that are geographically distributed and possibly not
known in advance, can meet each other and cooperate in order to achieve a common

business goal.
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Camarinha-Matos et al. (2005) proposed an architecture to model the electronic
market. In addition to agents representing the enterprises, there is a market agent-
coordinator or broker that initiates the VE formation when a business opportunity
occurs. A multi-round contract-net protocol is followed and the most favorable bids
are selected based on a multi criteria mechanism and constraint-based negotiation.
Utility values are associated with each of these criteria and a linear combination of
attribute values, weighted by their utility values is used. Multiple negotiation rounds
can take place. At the end of each round, bidder agents receive indication whether
theirids are wining or loosing plus a rough qualitative justification, allowing them to

cha parameters of their bids.

Similar Q?is found in Li et al. (2000) where detailed analysis of goal

decompositio ing to a hierarchy of VE goals, is done. In addition to the

enterprise agents a coordmator agent (broker), an information server agent is
introduced to keep mformatlon related to common organizational and
operational rules, et eﬁ ment, enterprises and products / services provided,
etc. The need for a Qﬁp r}\ to support the communication among agents is
explicitly introduced an b te, constraint-based negotiation / selection
process is implemented. The nd Norrie (1998) identifies the need for
yellow pages' agents that are res ible t a(ﬁ messages for registering services

(similar to the information agent serv r

The research in Web Services (Field & Ho ther area where relevant
models for VE can be found. In a Web Services- orlented 9@;\ VE, the partners
provide services to, or consume services from each other. Other techniques that have
been proposed for evaluation and selection of partners in a VE inc /QQIU -attribute
optimization techniques (Petersen & Divitini, 2002; Jarimo et al., 2005) and

mathematical approaches (Bittencourt & Rabelo, 2005).

2.6 Chapter Summary

This chapter has discussed the three critical issues that this study addressed. They
include (1) Partner evaluation and selection for VEs, (2) Partner evaluation and
selection as a MCDM problem and (3) Modelling of VEs using MAS approach. VE

has a lifecycle of formation, management and dissolution. The formation phase of a
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VE can be divided in four steps (Tolle, 2004; Afsarmanesh & Camarinha-Matos,
2005; Guerra, 2006). These steps are: (1) Identification of the problem; (2)
Identification of the core competencies required to develop a solution to the problem;
(3) The selection of the partner companies capable of delivering the required core
capabilities; and (4) The formation of the VE by integrating the core capabilities of

the partners.

Partner evaluation and selection process comprises the partner phase and
collaboration phase Wildeman (1998). The following selection criteria were identified
by@deman (1998): Technical capability (TC), financial security (FS), management
abilit , strategic position (SP), development speed (DS), cost of development
(CD) for rtner phase while for the collaboration phase, the following criteria
were discuss %ﬂltural compatibility (CC), collaborative record (CR), business
strength (BS). Bail ;I. (1998) proposed complementary skills, partner’s financial

position, management phy, market position, size for partnership phase while

for the collaborati as flowmg criteria were proposed: Culture, financial
tru

position (collaborati hemistry, complementarity, commitment and
openness. All other seleCti rite |/ other authors were combined into one of
these. VEs, just like any oth% three domains, thus Business, Technical
and Management. Partners' selec |terik(ﬁcla55|fled into these domains. The

use of time and cost for evaluating pa < perfor

MCDMs include AHP, Fuzzy AHP, mat Q@m

was also reviewed.

ming, linear weighted
models, data envelopment analysis and neural networks. and Fuzzy AHP are
applicable in multi-attribute problems. There are priority we#gh¢ techniques for
crisps and fuzzy decision values. Partner Evaluation and Selectlﬁ lem can be
designed as a MCDM system and decomposed into decision unit, objectives and their
hierarchy, decision situation and decision rules. The input to the system, are the

selection criteria and the output of the system is the selected team of partners.

There are a number of ABM techniques and there is very little evidence of MAS in
partner evaluation and selection in the construction industry. Projects in the
construction sector are implemented by multiple partners. A client hires an architect /
consultant who make designs for the project and engages other consultants to carry

the various tasks. For example, modelling a building construction project, involves
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representing the main consultant who is normally the architect as an agent. Each
contractor like civil/structural, electrical, mechanical, plumbing, interior design and
land-scaping engineers are also represented as agents. These agents collaborate to
accomplish the tasks. The main agent selects the best agent for each task. They
coordinate among each other. In implementing the MAS environment, the partners are
modelled as dynamic software agents. These agents are capable of modifying their
attributes to suit the specified project requirements. These agents interact among
themselves and report progress of their tasks.

N@apter presents research methodology.
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CHAPTER THREE
3.0 METHODOLOGY

3.1 Introduction

The research methodology was mixed, employing a combination of theoretical and
empirical work. Literature review provided the theoretical part while the industrial
case scenarios provided the empirical part. This combination seemed suitable as the
theoretical approach helped consider a holistic view of VEs and the empirical

we

appreach ensured that the ideas that were developed based on the theoretical approach
%cable in the construction industry.

Using mi earch methods brings out both qualitative and quantitative aspects of
the topic und V%dy. In this study, qualitative evaluation methods were used during
data collection bec f their usefulness in providing detailed information and rich

description of phenom( short time.

Using a combme@‘ch 2 %ch the disadvantages of each of the methods used

can be minimized and t eir‘gdvarita /9maX|m|zed Dubé and Paré (2003) argue that a
“multi-method approach to rch in s several data collection techniques, such

m}pr.gam e )}lf,owde multiple but dissimilar data
sets regarding the same phenom urt ixed methods are used when
researchers want to avoid "being carg ,?d but false, impressions in
qualitative data, and it can bolster findings b‘a»lt tes those findings from

qualitative evidence”. Table 3.1 summarizes the merlts E emerits of research

methods employed in this study. O

as interviews and document
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Table 3.1 Pros and Cons of the proposed research methods

Method

Advantages

Disadvantages

Focus group

interview

Q%

Interviews are conducted in an

interactive group setting.

It allows the researcher to study
people in a more natural setting
than in a one-to-one interview
(Myers & Newman, 2007)

The researcher, who is a
facilitator, can influence the

outcome of the research.

Time consuming (Johnson
& Onwuegbuzie, 2004)

Questi&@

Provide data to a researcher from

9 ¢all users and / or evaluators

(Gable, 1994)
1,
0 AN

Not as flexible as an
interview where researcher
can discover new problems
and thus derive new insights
(Gable, 1994)

Data analysis
using methods
such as
statistical
analysis and

Code Mapping

Sém‘@gtho(s ike code mapping,
iterative@n Iyseén

categorize i ti\@ which
can then be eas <6nver bt b
quantitative data for titati@
data analysis (Glaser & S, /
1967; Meriam, 1988; Cresvxglr
1994). Constant comparative
analysis occurs as the data are
compared and categories and their
properties emerge or are

integrated together (Glaser &
Strauss, 1967).

Findings can be corroborated

using triangulation.

Some methods such as code
mapping do not give

indication of data significance.

Quantitative data analysis

ischniques are not explicitly
eyl
)
O
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Method Advantages Disadvantages
Decision Some methods are considered to In AHP, the subjectivity
Making be more objective and verifiable | associated with the
Algorithms (Yaghini et al., 2009) while quantitative data is ignored.
such as some methods allows the use In cases where subjectivity
Analytical of both quantitative and can be handled by the
Hierarchy qualitative data. algorithm, careful
Process (AHP), . consideration must be given

In addition, some methods have )
F HP and . ) to the use of the algorithm

the capability of handling
Redu up ] ] because the change of scale,

uncertainty of user evaluation _ _
Fuzzy A membership function and

9 judgement. )
/D the inference method can

/1—/ result in a different outcome.
According to Johns uzie (2004) the following are the advantages of
mixed methods: (1) wW ctur /nd narrative can be used to add meaning and
precision to numbers and vi /?a (2 es the strength of both quantitative and
qualitative methods, (3) Do nﬂn@ earcher to a single research method
thus, allows a range of research q ers, (4) Since it allows multiple
research methods, the strength of one an d to overcome the weakness

of the other methods. The conclusion can }‘e—prov@ hrough convergence of
findings from a chain of logical evidence, (5) Revedls)some insights and
understanding of phenomena that might be either missed or diﬁJT find when only
a single method is used, (6) Increases the credibility and the geng(ability of the
research results and the use of mixed methods from qualitative and quantitative
research produces comprehensive knowledge necessary to inform theory and practice,
(7) An algorithm that can handle both qualitative and quantitative evaluation
judgements, allows the inclusion of many views in the evaluation process. In addition,
a combination of methodologies allow broader consultation when evaluating partners

for a particular construction project.

40




3.2 Research Design
The following steps were followed to realize this research:

Step 1. Literature review, conducting interviews and administering questionnaires.
The purpose of this step was to identify the main researchable issues in the
construction industry. The main issues identified were partner evaluation and
selection, partner performance evaluation and partner collaborations. Partners
would act as agents of their sponsor companies. To model these activities, a

: MAS approach would be appropriate.

Step 3: Literature r % decision making models and their application to the
at

partner ev selection problem. This process helped identify

MCDMst ))hh imprecise human decision making situations.

Step 4: Conceptual and Qg;tur n of a MCDM framework.

Step 5: Implementation of a M @arcm@m e for partner evaluation and selection

problem. ( O &
Step 6: Conceptual and architectural deS|g % delling VE.

Step 7: Implementation of an architectural modelllng er/ ent for VE for the

Step 9: Data collection from case study construction projects through interviews

construction industry.

Step 8: Simulation of a generic construction industry VE.

(appendix B) and questionnaires (appendix C). Focus group interviews and

evaluation tools were used to collect data from participants.

Step 10: Data analysis and extraction of simulation parameters from case studies' data.
The analysis of qualitative data was done by finding patterns in the collected
data, as suggested by Seidel (1998). In analyzing the data and identifying

patterns, themes and subcategories were developed. Sub categories were
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arrived at by analyzing the data further. Additionally, triangulation was used
to increase the reliability of research findings. In this regard, interview
questions and research questionnaires were developed. Interview and

questionnaires’ questions were tied to research questions.

Triangulation of the interviews with questionnaires as well as triangulation of

the interviews with one another rendered a holistic understanding of the
research questions and generally converging conclusions. As Fielding and
Fielding (1986) state, "Triangulation puts the researcher in a frame of mind to
Oregard his or her own material critically, to test it, to identify its weaknesses,
ntify where to test further doing something different”. Internal validity,

e§ validity, reliability, and objectivity that are traditionally addressed in
quantia(%zstudies could not be addressed well in qualitative research
(Lincoln, 2 ~However, credibility, dependability and confirmability were
achieved by tri ion while transferability was achieved by clear research
m#e of data collection as well as multiple voices (of

ntszn@itects) were used to triangulate the data.

a %S models of VE in the construction and

process.

contractors,

Step 11: Integration of

their simulation. %
Step 12: Analysis of simulation res S.O %

Step 13: Presentation of simulation results. % %
3.3 Survey Study /)‘

Representatives from ten (10) construction companies based in Nairobi, Kenya were
invited for a focus group interview. Most construction companies i%a have their
offices in Nairobi, the Capital City. These companies were selected by purposive
sampling (Van & Maree, 1999) from the National Construction Authority (NCA)
database. NCA is the body mandated to regulate construction industry in Kenya. The
purposive sampling procedure was used because of the difficulty in getting these
participants. The participants were given a consent form to complete before taking
part in the research to adhere to the ethical standards set for this study (appendix A).
The objective of the study was explained to them. Interview questions were

formulated based on literature.
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Nairobi town had more than a half of the total contractors in Kenya. Due to this,
contractors from Nairobi town were selected for this research. These contractors were

classified as shown in Table 3.2 below:

Table 3.2 Categories of contractors for Nairobi city (NCA Database as at
November, 2012).

Class of contractors Total number
Building works 1709
gvil Engineering Services 1752
A
Efettpical Engineering Services 1011
Mechaat }anineering Services 306
Architects I/ , 541

"/

Some contractorsye ‘ypecializations. Representatives from building works,
s, mMe

civil engineering “seputes, %ical engineering services, electrical engineering
services and architects Wwere jnter?i

3.4 Instrument Design and Pi esté/

Results of the interview, answer in sed to design an evaluation tool
(questionnaire) to answer RQn2. The %ll validity of the questionnaire
for the collection of quantitative data was‘evalpated iscussed with experienced

quantitative data analysis experts. A pilot study was o( )cted at the proposed
development of an office block for Kenya Commercial BaA‘k‘ Ltd (KCB) staff
retirement benefits scheme and KCB staff pension fund construcl@s' e in Nairobi
(appendix E). This was an ongoing multi-billion construction profengith many
contractors implementing different tasks of the project. Five contractors were
identified through the main consultant and after explanation on the objective of this
study; they were given the evaluation tool to use to evaluate partners in their sections.
After the process, they gave feedback on the applicability and validity of the
evaluation tool in rating partners. They also suggested changes that would make the

evaluation tool applicable.
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3.5 Data Collection and Preparation

Data was collected between November 2012 and August 2013. Ten construction
companies with ongoing construction projects within and in the environs Nairobi city
were identified from the NCA database by purposive sampling (Van & Maree, 1999).
Each organization was given twenty questionnaires (appendix C). A total of 83
responses (response rate of 41.5%) were collected. Taking into consideration the
length and complexity of the questionnaire, this response rate compares well above
other surveys such as ASME (1997), Bailey et al. (1998), and Culley et al. (1999) that
obtaihed 17%, 31%, and 23.6% response rate respectively. These respondents were
given iles of five companies (appendix D). They used the companies' profiles
informat o,evaluate each company according to how they satisfied a selection
criterion for ;Wrticular task in the construction project. Respondents of
questionnaires wer uired to indicate the level importance of one selection
criterion over anoth / implementing the task, the level importance of a sub-
criterion over anotDBl\in sati

was over another in €atisfying

ing a criterion and how preferable a company (partner)

azg;sc/riterion (appendix C).
The data from focus g i teré( was largely qualitative while data from
I

questionnaires were largely qu ive. iques to analyze both qualitative and
quantitative data were employed. {ﬁa ze (ﬁa»was used to evaluate and select

collection and analysis for generating cate ere being categorized, the

partners. Merriam (1988) and Cres 9 ommend simultaneous data
o

responses were compared within categories and bet\/e;}\ categories (constant
comparative analysis) (Glaser & Strauss, 1967). Constant compd%ve analysis occurs
as the data are compared and categories and their properties emer e integrated
together. Code mapping is the process of identifying and categorizing/gjta (Seidel et
al., 1988). Data from focus group interviews was categorized into evaluation and

selection criteria and sub-criteria.
3.6 Multi Criteria Decision Making Techniques

Multi-criteria decision making algorithms were applied to the values assigned to
selection criteria and sub criteria by evaluators to select the best partners for each task

and evaluate their performance. This approach is sequential multi-level technique.
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While selecting the best partners for a particular task in the construction project, the
partners' attributes are analyzed and weights assigned. Multi criteria decision making
algorithms are used to derive relative weights of partners and checking consistency of
evaluators' judgements. Analytical Hierarchy Process (AHP) is an analytical
algorithm for data in hierarchical structure. It can be used as an analysis as well as a
multi-criteria decision making technique. Multi-level partners’ evaluation and

selection process is implemented in four cycles.

First Cycle: Use of AHP - The objective of this cycle is to evaluate the importance of
se@n criteria, sub-criteria and partners using crisp numerical values. AHP is
usefuli termining evaluation preferences by a group of evaluators, however, its
weakness e giving unreliable results when evaluator judgement is uncertain.
Thus, in o;j‘?d eal with uncertainty during evaluation there is a need for an

algorithm, which c e with this reality.

Second Cycle: Uzg\ !@?HP (FAHP) - The objective of this cycle is to extend

AHP (using fuz s applicable for managing “certain” evaluation

judgements, and to |m|@ e wiy ans’ reason and judge. Human reasoning and

judgement during the partne, Iuatlo angd selection is subjective and can be said to
be “uncertain”. Thus, algont aI with the uncertainty of human
judgements will be an |mproveme logic combined with the AHP
algorithm can compensate for the wea e algorlthm is implemented
and the outcomes of the FAHP and AH a AHP does not discard
priority weights with low numerical values. However 's complex and time

consuming. It has so many steps.

Third Cycle: Use of Reduced Group Fuzzy AHP (RGFAHP) - To han&e time and
space complexity of FAHP, RGFAHP is proposed. This method has characteristics of
both AHP and FAHP. The method is proposed to address AHP's weakness of inability
to analyze imprecise data and FAHP's weakness of having so many steps to arrive at
the final results. RGFAHP use imprecise data unlike traditional AHP and has fewer
steps than FAHP.

Fourth cycle: Implementation of partner evaluation and selection and partner

performance evaluation (prediction). A prototype is developed based on MCDM
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algorithms and is used to simulate data from six different case study groups as a proof

of concept.
3.7 Chapter Summary

In this chapter various research methods employed in this study are presented. Mixed
research methodology is adopted where literature review provide theoretical part
while industrial case scenarios provide the empirical aspect. By using mixed research
methods, the disadvantages of some are minimized while maximizing their
advantages. Advantages of mixed methods include among others: includes the
str f both quantitative and qualitative methods and does not confine a
researc @a single research method.

Research desi tail: literature review on VE life cycle and decision making
models; conceptual architectural design of a MCDM framework; implementation
of a MCDM architec for PESP; conceptual and architectural design of a MAS;

implementation of rchi ?1 modelling environment; Simulation of a generic
rés ts

VE for constructio collection from case studies; data analysis and

extraction of simulation ete /ﬁlgation of MCDM and MAS; analysis and
presentation of simulation resGl

Data collection techniques mclude rviews and questionnaires. Data
analysis is done using code mapping ati ;?chnlques Decision making
algorithms include AHP, FAHP and RGFA g ation,enables data validation.

In the next chapter, Multi-Agent Systems of Modelling VESs Is d)LGussed

U
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CHAPTER FOUR

4.0 MULTI AGENT SYSTEMS MODELLING OF VIRTUAL
ENTERPRISES

4.1 Introduction

In artificial intelligence research, agent-based systems technology has been hailed as a
new paradigm for conceptualizing, designing, and implementing software systems.
Agents are sophisticated computer programs that act autonomously on behalf of their
usé 0ss open and distributed environments, to solve a growing number of
comp§ lems. Increasingly, however, applications require multiple agents that
can work hgr. A multi-agent system (MAS) is a loosely coupled network of
software agents ithat, interact to solve problems that are beyond the individual

(%g_%ach problem solver. Multi-agent techniques are used to

address the issues of,co nterprises and solutions through intelligent behaviours,
such as cooperatigémp’ei%and coordination in a set of autonomous agents

is r@ -or open environment (John & Heavey, 2006).
MAS features are suitable f represéntation of entities in enterprise environments

(Niuetal., 2011). O @/&

MAS consist of agents and their en ment.@' ally MAS research refers to
A

software agents. However, the agents |GM

(Kaminka, 2004), humans or human teams. A MAS m ,&) in combined human-
agent teams. Agents can be divided into different types rapging from simple to

capacities or knowle

under a dynamic d

equally well be robots

complex. Some categories suggested in Kubera et al. (2010) to ,éthese types

include:

« Passive agents or agent without goals (like obstacle, apple or key in any
simple simulation),

o Active agents with simple goals (like birds in flocking, or wolf-sheep in prey-
predator model),

« Cognitive agents, which contain complex calculations.
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Agent environments can be organized according to various properties like:
accessibility (depending on the possibility of gathering complete information about
the environment), determinism (if an action performed in the environment causes a
definite effect), dynamics (how many entities influence the environment at the
moment), discreteness (whether the number of possible actions in the environment is
finite), episodicity (whether agent actions at certain time periods influence other
periods) (Russell et al., 2003), and dimensionality (whether spatial characteristics are
important factors of the environment and the agent considers space in its decision
making) (Salamon & Tomas, 2011). Agent actions in the environment are typically
me ia an appropriate middleware. This middleware offers a first-class design
abstrac '@or MAS, providing means to govern resource access and agent
coordinatioﬁy/ ns et al., 2007).

MAS can manifesf@&organization as well as self-steering and other control
paradigms with reI:te ex behaviours even when the individual strategies of all
their agents are & My)?AASs are implemented in computer simulations,
<E!i|DU9

communicate typically u nwve@ request matrix and a weighted response
A challenge-response-contract scherg IS cQmmo AS systems, where

First, a "Who can?" question is dg?i d. \9/

Only the relevant components respond: "l can, at th)'?r}z'ce".
Finally, a contract is set up, usually in several more short” corpmunication steps
Q@ and the

stepping the syste rete "time steps". The MAS components

matrix.

between sides, also considering other components, evolving "c

restriction sets of the component algorithms.

Another paradigm commonly used with MAS systems is the pheromone, where
components “leave” information for other components "next in line" or "in the
vicinity". These "pheromones” may "evaporate” with time, that is their values may
decrease (or increase) with time. MAS also referred to as "self-organized systems",
tend to find the best solution for their problems "without intervention™. There is high

similarity here to physical phenomena, such as energy minimizing, where physical
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objects tend to reach the lowest energy possible within the physically constrained
world. For example: many of the cars entering a metropolis in the morning will be

available for leaving that same metropolis in the evening.

The main feature which is achieved when developing MAS, is flexibility, since a
MAS can be added to, modified and reconstructed, without the need for detailed
rewriting of the application (Rzevski & Skobelev, 2014). The systems also tend to
prevent propagation of faults, self-recover and be fault tolerant, mainly due to the
redundancy of components. While ad hoc MAS are often created from scratch by

re rs and developers, some frameworks have arisen that implement common

stand ch as the FIPA agent system platforms and communication languages).
These fra ks save developers time and also aid in the standardization of MAS
development. uch developmental framework for robotics is given in (Ahmed et
al., 2007).

MAS are applied @h re r d to graphical applications such as computer games.

Agent systems have sed S (Fllm showcase, 2012). They are also used for

coordinated defense sys th tlons include transportation (Xiao-Feng et

I, 2012), logistics (Mahr e 10) s GIS as well as in many other fields.

It is widely being advocated fQ y@qng and mobile technologies, to
nC|

achieve automatic and dynamic Io

networks. G # 0

A MAS has the following advantages over a single agen» E entralized approach
(Kubera et al., 2010): O

h scalablllty, and self-healing

e A MAS distributes computational resources and capabilities across a network
of interconnected agents. Whereas a centralized system may be plagued by
resource limitations, performance bottlenecks, or critical failures, a MAS is
decentralized and thus does not suffer from the "single point of failure”
problem associated with centralized systems. These computational resources
resemble contractors in the construction industry who have their own
companies that can bid for tenders, compete with others and execute the

tasks.
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A MAS allows for the interconnection and interoperation of multiple existing
legacy systems. By building an agent wrapper around such systems, they can
be incorporated into an agent society.

A MAS models problems in terms of autonomous interacting component-
agents, which is proving to be a more natural way of representing task
allocation, team planning, user preferences, open environments, and so on.

Contractors interact with each other during the course of the project.

A MAS efficiently retrieves, filters, and globally coordinates information from

§rce3 that are spatially distributed. This is a good attribute as it enables

rs’ information for example any design changes to be communicated

to 0 who then make adjustments if necessary.

A MAS pratdes solutions in situations where expertise is spatially and
temporally dis/ ted. The experts in the construction industry may be
distributed iterm v?ating offices but are represented in the projects.

0

A MAS e ral system performance, specifically along the
dimensions of c tatio fficiency, reliability, extensibility, robustness,
maintainability, respov@mess ipility, and reuse.

4.2 Virtual Enterprises and MulU(@ %

Petersen and Matskin (2003) present chara StICS of s follows:

a)

b)

c)

Partnership of enterprises that collaborate: or a str alliance, where the
enterprises are aligned not just at the activities level, b& at the level of
their business goals. Such an alliance requires trust, c%ent and a
mutual interest among the partners to achieve their goals. The partners
achieve their goals through collaboration.

Temporary network of enterprises with a limited lifetime: where two or more
independent enterprises get together to exploit a particular market
opportunity or to meet a specific customer demand. Such a network will
work together and collaborate until they meet the customer’s demands and
then disintegrate. Thus, they have a limited lifetime.

Communication and information flow: supported by Information
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Technology, where there is a lot of emphasis on the importance of enhanced
intra- and inter- enterprise communication and the flow of information
among the enterprises. There is a need to improve the social and cultural skills
in an enterprise. Most of the definitions of VEs emphasize the importance of
Information Technology for the existence of both of these entities. This
characteristic is important to VEs since to achieve collaboration among the
partners, they have to communicate and exchange information.
d) Sharing of skills, costs and markets: where the partners of a VE share their
skills by having each enterprise focus on their areas of specialization. The
O rend to move away from outsourcing is replaced by enterprises forming a
oration where they can share complementary competencies. This also
encou enterprlses to focus their attention on their core competency.
Similarly; /?s_and markets are also shared by enterprises. So rather than

competing w

market, SkI}CO s and profits.

e) Goal- orlente ‘? nt-based: This characteristic is a consequence of
some of the ot Cf%ﬁcs described above. For example, if a VE is
formed to meet a sp i? cust emand within a limited amount of time,
the VE will have to iented manner to meet that demand.

Similarly, if the enterprises i ésha%( costs, they each have to make a
commitment to meet their goals rt

One of the requirements of technologle)lrsupp VEs is coordination

r enterprises, a strategic alliance is formed to share the

functionalities such as distributed resource management and/?\pjlmg (Camarinha-
Matos & Afsarmanesh, 1997). Klein (1996) defines the need fog-coordination or
collaborative processes when the task to be performed by a smgle%s too large.
VEs are formed in such situations, where the partners of a VE will perform the
task(s) through collaborative processes. Klein (1996) suggests flexible coordination
approaches in organizations such as explicit representation of their goals. Agents
being goal-oriented or pro-active, thus, become an appropriate means of supporting

coordination.

The distributed nature of agents does not require the co-location of the partners of a

VE. VEs are formed by several partners agreeing to collaborate and share skills and

51



information. Thus, the role of negotiation in a VE is central to the formation of a VE
as well as the operation and success of a VE. The short lifespan of the VE means that
the partners that participate in one VE may also be negotiating on a contract with
another VE. By delegating agents to do this job, the partners have the time to do the
actual work required in the VE. The ability to delegate responsibilities to agents and
agents being reusable components make them suitable means of representing the

partners in a VE.

VEs are composed of partners that collaborate, yet they may also be competing. This
rai@m interesting notion about agents. While agents are goal-directed and pursue
their oals, they are also capable of behaving cooperatively. Cooperative
behaviou nts is necessary to achieve a common goal with other agents, through
collaboration.%dholm (1997) defines self-interested agents as agents that act to
maximize individw\fm fit while cooperative agents will act to maximize social
welfare, i.e. for the f the VE. An interesting distinction between self-
interested or competitive”and cooperative agents, in the context of electronic
commerce, was gi Gug\ n,and Maes (1998). They define competitive

S s/re Iving a conflict over a single mutually

negotiation between twoi@}i

exclusive goal whereas cooper,

ne on is when two parties negotiate over
ally x@/e goals. For example, if a VE
initiator and a partner negotiate over@ ri

multiple independent, but non-
C ork, it can be considered as
competitive negotiation, whereas if the ﬂtiae the price as well as the
delivery date and the time period when the“work wihS:( nducted, this can be

considered as cooperative negotiation. These are a reflec)len of activities of

partners in the construction industry. Q(\

There are a number of characteristics in the VE domain that make it a
suitable application area for MAS (Camarinha-Matos & Afsarmanesh, 2005).

Examples of such characteristics include:

e A VE is composed of distributed, heterogeneous and autonomous components,
a situation easily mapped into MAS. In the same manner, partners in the
construction industry are diverse in nature. They possess different traits,

abilities and strengths.
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Coordination and distributed problem solving also tackled by MAS are critical

problems in VE management.

Decision making with incomplete information, and involvement of network
members as autonomous entities, that although willing to cooperate in order to

reach a common goal might be competitors regarding other business goals.

The effective execution and supervision of distributed business processes
requires quick reactions from enterprise members. Computer networks being

the preferred media for communication, there is a need for each company

@ing a “representative” in (or “listening” to) the network. This can be

rted by agents.

Recen @felopments in VE are changing the focus from information

modelling e hange to role modelling, addressing aspects of distribution

of respon3|b|I|t| abllltles and knowledge.
The phase é tion in which it is necessary to select partners
and distribute t ows ket characteristics and negotiation needs that

have been research

A VE consortium is :g namic é@mzatlon that might require re-
configuration e.g. replacement % es in partners’ roles, etc, for
which a flexible modelling paradig e

VE supporting functionalities need to interact w1th£\ l“ ocal” environment
(legacy applications and humans). O

The scalability property of MAS seems particularly adequate to support
dynamic VEs in which different levels of cooperation with different sets of
partners might be established at different phases. On the other hand, each
enterprise might itself be seen as composed of a network of semi-autonomous

entities.

More flexibility than in a client-server model is required to support dynamic
change of roles of the VE members.
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e Continuous evolution of business models, technologies, organizational
paradigms, and market conditions require effective support for evolution and a

high level of modularity of the infrastructures.

e New forms of teamwork, namely cooperative concurrent engineering, are

emerging in the context of VEs.

e Finally, there is a need to handle the requirements of autonomy versus

cooperative behaviour for which federated MAS approaches provide a

Obalanced solution.

Cons@ case of a building construction project that requires investments of
massive | and human resources where many tasks are identified. These tasks’
requirements a@éfined and a call for suitable partners is made. Each potential
partner is autonomo#T}terms of decision making and resource management. These
partner companies hav i profiles that describe what they are in terms of past
projects completed/ i nciﬁgr gths, professionalism and all factors they deem fit.
These companies are dt ask. Once selected, they interact with others in
the project. They can alsoc@;e djué(n ts in the tasks and inform the coordinator of
the change. They deploy their etgﬂ( , which is a conglomeration of all their
skilled staff and resources. The rtners/ ibit the characters of agents which
include: social ability, autonomy a ro-ac@ s. A MAS environment is
applicable in modelling VEs for the cor@ ion s Partners are represented
using software agents and all interactions are% d through agents’
communication protocols. Java Agent Development Environdem (JADE), a MAS
tool is used in this study to develop a prototype for VE simulation (x F).

4.3 Multi Agents Systems Approach

In order to support the rapid formation of VEs in the construction industry, a model
prototype is important. Figure 4.1 shows the different entities and / or components of
the model and their relationships. A VE in the construction sector has a goal (or a set
of goals) that is / are achieved by a set of tasks that are performed by partners who are
agents. A task requires a certain set of skills. The agent that performs the tasks meets
the skills' requirement. The agents are described by a set of attributes and these
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attributes form the basis for the evaluation of the agent as a partner in the VE and

during the evaluation and selection process.

Tasks /

. ( Goal / Goals
Activities

< Achieved-by

Performed-by

O Requirements

IN v

Agents / Possess
Partners

Comprise

\ 4

Vg
23 4,\ o
@ @ Determine
; //,A

Team 1 Agent Evaluation /
Formation / j

<
<

- Ratin
VE Determlne )L 9
71
Figure 4.1 Agent entities’ and relationships during virtual enterprise formation
\

Agents possess attributes and skills that they are evaluated from. The ottcome of the
evaluation determines the team of partners selected. In order to model VE, agents’
tasks of a building construction project as shown in Table 4.1 is designed. The tasks
are labeled with alphabetical letters A, B, C, D and E. The tasks are electrical,
mechanical plumbing, structural, interior design and land-scaping works. Each task
has sub tasks. In a project, the tasks are executed in some order. Sub tasks of one task
can precede or succeed others in another task. This order of sub tasks requires

coordination of partners.
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Table 4.1 Building Construction Project Tasks

Building Construction Project Tasks
Task
Label Task Sub Tasks Task Predecessors
Al- Conduits C1,C2,C5
) A2- Wiring Al1,C7
A Electrical works A3- Fittings A2,C7,D1,D2
A4-Connection to power supply | A3
_ _ B1- Pointing/fixing sleeves C1,C2,C5
O Mechanical Plumbing | B2- pipe works B1,C4,C5,
6\ works B3- Fittings B2,C7
O B4- Connection to external
‘7 works B3
1,
'1_ C1- Earth works None
/ C2- Form work C1
) C3- Fixing Reinforcement C2
c Stru{?su&kEnﬁﬂe 9 | c4- Concreting C3,A1,B1
wor O /sl C5- Masonry-walls C4,
,s/ "/ C6- Roof works C5
@ 7Plaster works C6,A1,A3,B1,B2,B3
O /,
\/<'D1- af'ig ioning Cc7
5 aint wérks D1
D37Fornishipd, ) D2
Interior Design works D4-\§e$mtiorfs‘ 0 D3
P
E1- Earth works - A4,B4,D4
) E2- Planting 7\ |El
E Land-Scaping works "3 Constructing fountain ~“/4Z\E2
MY
E4-Pipe work E3

In Table 4.1, in electrical works, sub task conduits is preceded by earth works, form

works and masonry walls while sub task wiring is preceded by sub tasks conduits and

plaster works. The same descriptions apply to other tasks. Figure 4.2 represents

agents’ coordination of activities for a housing construction project.
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C: Earth works

[ C: Form works B: Pointing /
fixing sleeves

C: lemg
reinforcement

O C: Concreting ]\
y
A: Conduits ; C: 'V'asonry/ B & E: Pipe

I

v s
[ A: Wiring } [ C: Roof works }
A 4 Ke
- y:
AN A & B:
C: Plaster Electrical / A-Electrical works agent
Mechanical
works Fittings B-Mechanical works agent
D Partltlonlng O V> C-Structural works agent
N J ( ; \ /9 D-Interior design works
L _ v . L \9, agent
A: Connection to D: Paint works B: Connection to E-Landscaping works
power supply L ) external works agent ping
v < <_
D: Furnishing N
J
E: Fountain
v ) construction
D: Decoration
) A
E: Land-scape W ( E: Planting
earth works J ’L vegetation

Figure 4.2 Multi Agents Systems Coordination in a housing construction project



The figure shows the flow of activities and agents interactions that ensures that tasks

that require prerequisite sub tasks are facilitated.

4.4 Chapter Summary

This chapter has presented MAS. Agents are sophisticated computer programs that act
autonomously on behalf of their users, across open and distributed environments, to
solve a growing number of complex problems. A MAS being a loosely coupled
network of software agents that interact to solve problems that are beyond the
individual capacities or knowledge of each problem solver is applicable to VEs.
M nt techniques are used to address the issues of complex enterprises and
solutiéK ough intelligent behaviours, such as cooperation, competition, and
coordlnatloaﬂ set of autonomous agents under a dynamic distribution-oriented
open environ /F can be modelled as MAS because they are partnership of

enterprises that colla o/ate temporary network of enterprises with a limited lifetime;

share skills, costs s goal-oriented and based on commitment. A building
construction pI’Oj eco |nto tasks and sub tasks. Each task is assigned to
an agent (partner). A @oord )o ensure the project is completed according to

specifications.

In the next chapter, partner eval (l a%on is discussed as a multi criteria

decision making problem. &
T,
)
o
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CHAPTER FIVE

5.0 PARTNER EVALUATION AND SELECTION: AN MCDM
PROBLEM

5.1 Introduction

In this chapter, Multi Criteria Decision Making Techniques applied in this study are
discussed. These are group decision making techniques where decision a group of

evaluators provide data.

5. Iti Criteria Decision Making Algorithms

521 @Olalytical Hierarchy Process

The Anal %archy Process (AHP) (Saaty, 1980) is a method for modelling
ec

unstructured d klng problems. Unstructured decision making problems are

those in which ther a clear arrangement of the components of the problems. In
the construction e partner evaluation and selection problem is
unstructured. AH mul )ﬁerla decision-making (MCDM) method that uses

pairwise comparlsons rna derive weights of importance from a multi-
jectiv

level hierarchical structure |ter|a sub-criteria and partners. In cases

where the comparisons are n%tly ent, AHP provides an uncomplicated

method for improving the consiste rlsons by using the Eigenvalue

method and consistency checking meth hi /?al structure fits well with the
atio le

hierarchical structure of a partner evalu blem.

As shown in Figure 5.1, AHP algorithm has the followgg\ ps: i) Define the
unstructured problem and state clearly the goal/objectives outcomes; i)
Decompose the complex problem into a hierarchical structure of @mlves; iii)
Employ pairwise comparisons of alternatives and form pair-wise comparison
matrices; iv) Use the Eigenvalue method to estimate the relative weights; v) Check
the consistency of decision judgements; vi) Aggregate the relative weights to obtain

the overall rating for alternatives.
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Step 1: Define the partner evaluation and selection problem

A 4

Step 2: Define the criteria and sub-criteria and structure

them in a hierarchy

\ 4

Step 3: Data collection from evaluators and compute the

arithmetic mean

A

A 4

Step 4: Employ the pairwise comparisons between different

elements in each level of the hierarchy

A

a

Step 5: Estimate relative weights of the elements on
each level in the hierarchy

=<7

*"If either CR or Cl is not within the
acceptable range

Step 6: Check either
consistency ratio (CR)
or consistency index
(CI) to validate results

<

Repeat the computations for relative
weights and if still, there is no correct
CR or CI then repeat the data
collection

Step 7: Compute the overall weight

AN

If either CR or CI is within the acceptable limits

A

Figure 5.1 Analytical Hierarchy Process

These steps of the algorithm can be summarized into three (Vila & Beccue, 1995).

Firstly, the problem is decomposed into a number of hierarchical levels. Secondly,

data is collected from evaluators, arithmetic mean computed on the values and

pairwise comparison matrices are formed. This step reduces the complexity of the

multi-criteria multi-decision to a simple set of pairwise comparisons. A rating scale is

used to indicate the level of importance / preference of one alternative over another,
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instead of comparing all alternatives simultaneously. The third step is called
synthesization. It is where the overall weights of alternatives in all levels of the

hierarchy are obtained.

To summarize, assume you have a hierarchical structure as shown in Figure 5.2 of m
alternatives with respect to a specific objective, which must be evaluated using n

criteria, denoted Ci(i=1, 2, ...n).

Criterion n

mCn

Level 3-------- Alternative 1 Alternative m

i \') » %l . i
Figure 5.2 A simple hierarchical structure

Let the weight of criterion Ci with res thésﬁ)?tive be Wci. Let the relative
weight of alternative £ (1< k< m) with res egLie criterton Ci be Wkci. The overall
weights, denoted Pi (/< i< m) of m alternatives with respect 6 the objective are given

by equation 5.1. O
N

(P1..Pm)= (Wc1 Weo . Wen) X Wico .. Wi 5.1)

It is important to note that Wei (1<i<n) are the relative (local) weights of criteria Ci

while Wkci are relative weights of alternatives, in this case, the partners. These relative
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weights are computed for elements at level 1 of the hierarchical structure, then at

levels 2, 3 to the last level.
The following are steps for computing relative (local) weights AHP (Saaty, 1980).

Step 1: First, local weights (weights at a specific level) of alternatives at each level of
the hierarchy are calculated. The higher the weight, the better (or preferable) the
alternative is. Assessment of local weights is performed through pairwise comparison
of the alternatives (alternatives in this case refers to elements for comparison at each

.g. partners, sub criteria, criteria etc), using the Saaty nine-point scale (Table

alues of alternatives to be compared are assigned by evaluators using some

d. This results in so called, pairwise comparison matrices (PCM) of

alternatives™a wel in the hierarchy. For example, considering Figure 5.1, local
;

weights of crite Ci%ith respect to the objective are computed at level 1 because the

criteria are at level 1 f)ﬁ hierarchy.

)(‘Q GGV %Saaty Scale (Saaty, 1980)
7\ L

Definition (_k/ 7Y, Intensity of importance
Equal importance /] (l/ 1

Moderate importance ove@znothd/? b 3

Essential or strong importance” O - % 5

Very strong or demonstrated import&n)e} T 7

Absolute importance ’//\\li
Intermediate values between adjacent scales 2,4, 6(%

N
At level 2, local weights of alternatives (or sub criteria or partners)ﬁ respect to
criteria C; are computed. This is because evaluators compare and assign evaluation
values to alternatives according to how they satisfy criteria Ci. Saaty (1980) proposes
that alternatives can be assigned a crisp (exact) value to show how important the
alternative is viz a viz others according to how evaluators rate them. For example
alternative 1 weighed against alternative 2 may have numerical value 9 (which means
alternative 1 is absolutely important than 2), the numerical value of alternative 1
weighed against alternative 3 can be 5 (alternative 1 is strongly or essentially
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important than 3) while the numerical value of alternative 2 weighed against
alternative 3 may be 7 (alternative 2 has very strong or demonstrated importance than
3). Saaty (1980) proposes the Eigenvalue method to compute pairwise comparison
matrices. Each alternative weighed against itself is of equal importance (1).

At any level of the hierarchy the comparisons form a square matrix. Let the square
matrix of m x n (m = = n) where the rows of the square matrix are denoted i(i=1 to m)

and columns are denoted j (j=1 to n).

Let ibe the elements of pairwise comparison matrix for alternative i over j.

% eij (elements of the pairwise comparison matrix) (5.2)

The elemenf%palrwwe comparison matrix are computed using equation 5.3.
e.,— eile; (5.3)

where i and j are r s%ﬁ?umns of the pairwise comparison matrix respectively,

and e;j is the valu w i while e; is the value of element in column j.

Suppose, the problem S into three levels, say, objective, criteria and
alternatives, then the first painaise cor@ison matrix is obtained by comparison of

i
criteria with respect to the obnd t%pnd pairwise comparison matrices are

obtained by comparison of alternatives with r t to a criterion which results in

matrices equivalent to the number of there are n criteria for the

objective (i.e. Criterion 1, Criterion 2 to rﬁr.ion kg? preference (numerical)

values C1, C> to Cn. Applying equation 5.3, the resulting e comparison matrix

is shown in Table 5.2.

Table 5.2 Pairwise Comparison Matrix for the Objectiv€<\

Objective Criterionl Criterion 2 Criterion n
Criterion 1 Cllc1=e1r Clleo=e1n CYen=e1n
Criterion 2 C2f=en C2fcr=esr C2fcn=eon
Criterion n CNjc1=en CN/co=ens N en=enn
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If for each criterion, there are m alternatives that need to be selected, then i pairwise
comparison matrices for m alternatives are computed with respect to each criterion i

as shown in Table 5.3.

Table 5.3 Pairwise Comparison Matrix for alternative k with respect to criterion i

Criterion i Alternative 1 Alternative 2 Alternative m
Alternative 1 CAlep CAlYcaz CAlcam
Alternative 2 “A2lcar A2fcaz A2l cAm
A|téﬁ3@ m CAM e CAM e po CAM/cAm

Note: Cai Is th40ﬁer|cal value of alternative i.

After obtaining the e comparison matrices, the next step is to normalize the
matrices and the ob e pr|n0|pal eigenvector. Obtaining the principal
eigenvector is dISC Iat r s process is done for all levels. Then overall
composite weights for atlv e computed Normalization is obtained first by
computing the total of eac j in ise comparison matrix (Saaty, 1980) and
then values in each field in colu@ div. the sums of all fields in column j

(referred to as column total in this s Q @Q total is expressed as(}i=, eij).

Table 5.4 illustrates the computation of arlson matrix column total.

Table 5.4 Sum of the Pairwise Comparlson M{})j,lumns

Obijective Criterionl Criterion 2 Criterion n
Criterion 1 “Yer=en “Yeo=e12 ’\ Yen=e1n
Criterion 2 ©%fe1=en C%fco=g22 ©%/cn=e2n
Criterion n CN/c1=ent CNco=enz CN/cn=enn
Sum=}i_ eij | clr=Xii;;-.elj | C2r=Xi1, ;-,eij CNT=X21 j=n €1j
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Normalization is given by the following expression:

eijn= T L=, 2, (5.4)
= 1e
where ejjn is the normalized element, e;; is the element in the column and Y-, eij is
the total of the column. Table 5.5 illustrates calculation of normalized pairwise
comparison matrix for criteria with respect to objective. After normalization, the sum

of each column j of the matrix is equal to 1.

O " eij=1 (5.5)

In or(§ t the priority vector (Vi) for the criteria i, compute the average of each
row of the lﬁ%@d PCM (assume the normalized matrix is €’ij). Therefore,

via/fy‘/ltle’ij, i=1ton (5.6)

This process is dog?k)r t er_matrices in order to obtain the priority vector for the
alternatives at each bthe lerdrchy.

/4

Table 5.5 Normalized @lve and Priority Vectors for Criteria
r\ 1,
Objective Criterion Critéxi ‘.’/l Criterion Average

~,
1 2 C) @ (Priority Vector)

i H ell el2 elln+el2n+..+elnn
Criterion s —€uhn S ——¢f12n 'J»m—&_(ﬂnn V1=
1 Yitqj=1€l Xilqj=z€lj i=1,j= 3

1 1 e21 e22 e2ln+e22n+..+e2nn
Criterion | _ 21 o))y | 222 _—gpn | +o- _eg!f Vo=
2 i=1,j=1 €l Xilq, j=p €l Zz 1,j=n € <3 3
R
1 1 enl en2 enn - enln+en2n+..+ennn
Criterion ———=enN | 5———=€n2N | *** | S;——-=€mN | V;=
n Zi=1_j=1 etj i=1,j=2 etj i=1,j=n ey 3
Sum 1 1 1

To compute the local weights of alternative i (/<i<m) at any level of the hierarchy

with respect to criterion C;, use equation 5.7.

PVl
LW, = SPV (5.7)
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Where LW; is the local weight of the it alternative, PVi is the priority vector value of
i" alternative and PV is the sum of the priority vector values of all alternatives at a
level in the hierarchy. The maximum Eigen vector, Amax is calculated by multiplying
the column total in Table 5.7 and Priority Vectors in Table 5.8 according to equation
5.8 then,

Amax = C1t*V1 + c27*Vo+...+ cnt™*V, (5.8)

where Amax IS the approximate maximum Eigenvalue for the pairwise comparison

"

Step 2 step is checking the consistency of evaluations' data. Because human
being ju nts are associated with inconsistency, Saaty (1980) suggested
consistencmg after the priority vectors have been computed. Consistency
checking is done t \yj contradictions or differences or conflicts of the evaluator
judgement. Proving_co cy of the evaluation judgements of different evaluators
is important in ordg\ vﬁﬂi}\the trend of data if they are pointing in the right
direction (i.e. asso§\n of t taset). To measure the deviation from

consistency AHP metho the?Canmsistency Index (Saaty, 1980).

Z
L.
6,\9 (5.9)

Let CI be the consistency index, O

pen <
Cl = O@

n-1
where Amax is the larger Eigenvalue and n is theorder of%x.

The Consistency Ratio (CR) (Teknomo, 2006) is defined as‘!ig i0 between the
Consistency Index (CI) and Random Index (Saaty 1980). The rana@&qex (RIy) for
any n x n square matrix is given as a constant value, as shown in Table 5.6. Each
pairwise comparison is checked against a predetermined consistency index. Even
though it is impossible to come up with perfect consistency, Saaty (1980) established
a threshold value of 0.10, which he determined to be an acceptable consistency ratio.

Table 5.6 Random Index (adapted from Saaty, 1980)

N 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 | 0.9 112 | 124 | 132 | 141 | 145 | 1.49
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Let CR be the consistency ratio. Let RI be the random index, then

cR=< (5.10)

RI

If Cl = 0 then E is consistent; otherwise,

If CR < 0.1 then E is consistent enough,

If CR > 0.1 then E is seriously inconsistent,
where E are elements in the pairwise comparison matrix

Step puting global weights. This is the step whereby the relative importance of
each ele ithin the level (local weights) is merged/multiplied with the relative
importance’o% ch element in the parent level. This gives the global weights for
each alternative.” ThiS_is done using equation 5.1. For a three level hierarchy of

objective, criteria an a( natives, the global weight of each alternative is calculated

as shown in Equat?@ ith is equwalent to equation 5.1.
é\@v «:0»37 (5.11)
Where: Pwi: Global (overa/$/ ight ofaltetpative i, AC: Local weights of the criteria

ht of the alternatives with respect to

aq value is selected.

Cheng et al. (1999) identified the fO||OWI S ort of AHP; (i) It is used in
nearly crisp decision applications; (ii) Deals with unbalam/})scale of judgements (1

with respect to the objective, ano@{Loca

criteria. Finally, the alternative with est

up to 9); (iii) Does not take into account any uncertainty assoémed when mapping
human judgement to a number scale; (iv) The ranking of AHP is in@' e or inexact;
(v) The subjective assessment of decision makers, and change of s’cgz have great
influence on the AHP outcome. Furthermore, Wang et al. (2008) found that the
increase in the number of characteristics geometrically increases the number of
pairwise comparisons by O(n?/2) which can lead to inconsistency or failure of the

algorithm. Also, AHP cannot solve non-linear models (Cheng et al., 1999).

In view of these AHP weaknesses, Fuzzy AHP that addresses these challenges is

discussed in the following sections.
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5.2.2 Fuzzy Analytical Hierarchy Process

Fuzzy theory has proven advantages for dealing with imprecise and uncertain decision
situations and models human reasoning in its use of approximate information (Zadeh,
1965). Fuzzy set theory implements grouping of data with boundaries that are not
distinctly defined. In conventional AHP, the pairwise comparison is established using
a nine-point scale which indicates the human preferences between alternatives (Cheng
et al., 1999). The discrete scale of AHP has the advantage of ease of use but, it cannot
handle the uncertainty associated with the mapping of evaluators' preferences to a
nu (Kwong & Bai, 2002). The evaluators' judgements are normally vague and
diffic represent in terms of exact numbers but could best be given as interval
judgeme\Qn fixed value judgements. Different types of fuzzy numbers (triangular
or trapezoida /@used to decide the priority of one decision variable over other
(Buckely, 198

by a<b <c¢ where b, a,/ d ¢ are the most likely, the lower bounds and upper bounds

et al., 2000). A triangular fuzzy number (TFN), N is given

decision values, r@ectl (Buckely, 1985; Dubois et al., 2000). The triangular
fuzzy numbers (TF /g/ piece-wise membership functions, pn(x) of the
form;

/(x-a) / (b-a), a< x g b
un(X) = | (c-x)/(c-b), b<x<c¢

0, Otherwise

S
: 5
9

where co<a<b<x<c <o

Figure 5.3 shows a fuzzy number, which is characterized by a memfunction. It
differs from traditional set which defines an element as either belongs or does not

belong to a set (i.e. 0 and 1). The fuzzy triangular membership function gives the
foundation for defining other types of membership functions such as general
triangular function, right-angled triangular function and trapezoidal function. For
example when a=b for a right-angled triangular membership function such as (1, 1, 3)
(Buckley, 1985).
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A
pa(X)
1.0——
A B
0 >
a b C X
O& Figure 5.3 Fuzzy triangular numbers membership
When Sa ine scale values are converted into fuzzy numbers and the values used
in AHP, the Iting algorithm is Fuzzy AHP (FAHP). There are many types of

FAHP algorithms as: FAHP (with extent analysis) (Chang, 1996; Zhu et al.,
1999; Mikhailov, 2003/ y goal programming (Wang & Fu, 1997; Wang & Chin,

2008) and fuzzy pﬁef nc gtamming (Bozdag et al., 2003). This study adopts the
FAHP (with extent g?\

5.2.2.1 Fuzzy AHP (W|th exte Iy%orlthm

This study proposes an algorlthm se IIy ﬁgrtner evaluation and selection in
the construction sector (Figure 5.4) t y?the concept of fuzzy extent
analysis in AHP. The proposed FAHP (WI Igorlthm has three steps,

which is similar to conventional AHP except that in g fuzzy theory is
selecti

introduced. Fuzzy extent analysis is used to obtain partners’ criteria relative
importance and partner performance preferences (Zhu et aI.,Q{}\ Thus, the

computation of fuzzy extent analysis results in fuzzy weights.
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Obtain discrete/crisp values from linguistic attributes

Mean operator

[
»

A 4

Compute arithmetic mean of discrete/crisp values

Triangular Fuzzy

\ 4

Number
% Fuzzification of average crisp values
Apply Pairwise >
Comparison
A 4
Compute comprehensive Fuzzy Pairwise Comparison

Matrix

NI ]

Apply Fuzzy extent analysis to get priority vectors

"

Apply Fuzzy synthetic or geometric mean to get local
weights

YL o

Aggregation of weight by multiplication of weights in

Divide Fuzzy Values
by Arithmetic Mean

»
|

a hierarchy
O&\

L

Defuzzification to get crisp output

Figure 5.4 Proposed Fuzzy AHP (with extent analysis)

Steps of the proposed Fuzzy AHP algorithm for this study are as follows:

1. Obtain preference values / level of importance of alternatives (appendix C). This is

done by choosing the linguistic attributes e.g. the statement “Indicate how important
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each of the following criterion is when your company is selecting partners for
structural engineering works in a building construction project” needs an evaluator to
choose one answer from (extremely important, very important, important, weakly

important and not at all important) to answer.

2. The chosen linguistic attributes are converted into numerical crisp values using
Table 5.7. In the partner evaluation tool, alphabetical symbols (A, B, C, D, E) with
matching nominal scales (extremely important, very important, important, weakly

important and not at all important) are provided. These are converted to Saaty (1980)

)
% Table 5.7 Crisp Scale

Alphabeticﬂ

A B C D E
symbol
A,
Nominal Extr y Very Important Weakly Not at all
inort p important important important
dinal scal é\‘ iy
Ordinal scale 4 3 2 1
I O 'ﬁl
Saaty scale 9 r 5 3 1
I /1,/ Q/Z
Ratio scale 10 8 vV, 6 4 1
O/ 7/
S '
3. Once the linguistic opinions are con n | values, computation of the

arithmetic mean of the numerical values is o%and r@ ages of crisp values are

converted to fuzzy scale using Table 5.8 and Figure 5.5. l
Table 5.8 Conversion of nominal or crisp to fuzzy s

Alphabetical A B C D ° E
Symbol
Nominal scale Extremely Very Important | Weakly | Not at all

important | important important | important
Crisp number 1 3 5 7 9
Fuzzy Membership 1,1,3) (1, 3,5) (3,5, 7) 5,79 | (7,99
function
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0 1 2 3 4 ) 6 7 8 9
Figure 5.5 Fuzzy Membership for Table 5.8
The linguistic symbols obtained from evaluators can be converted directly to TFNs
and their arithmetic mean computed. The use of weight mean operator helps to get the
collecu pinion of all participants. This is done to all lower bound, middle and

upper b triangular fuzzy values. The outcomes of this step are comprehensive

fuzzy opinigy¢

4. Compute the paiﬁs‘yomparisons matrices of the values of alternatives. This step
gives the fuzzy pairwis parison matrix in form of triangular fuzzy number (I, m,
u). The pairwise co%\ ison gd}\ment matrix gives the preference of one alternative

(Ai) over the other (A; ,@ggiv@%: j—; fori,j=1,2,3,.n.

5. Apply the fuzzy extent dnalysis, to pairwise comparison matrix. The basic
@ﬁ fro l%etal. (1999) thus,

Let X = {X1, X2, X3 ....Xn} be an ot% (f%study object set is either the

procedures for fuzzy extent are a

objective, criteria, or sub-criteria) and

G = {01, 92, 03, ...gn} be a goal defined for each Ie%l—in the hierarchical
structure. Thus, G can change depending on the level of the hierarc@

M extent analysis on each object is taken
M;i’ M;i’ Mgl’Mz’ l:], 2, 3, ...... ,n (513)

where M;i (G=1, 2, 3,...., m) are triangular fuzzy numbers (TFNS).

There are three procedures as explained in the following section for finding extent

analysis of objects.
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6.1 First procedure: The fuzzy synthetic extent value (S) with respect to the i'" object

is defined as,
Si= XM M+ [Zr, B, M2 ] (5.14)
The symbol * in equation 5.14 is a multiplication operator

To obtain  Y7%; Méi, perform the normalized fuzzy addition operation of m extent

analysis values for a particular matrix such that:

O, T, = ©m Y, T ) (5.15)

where | @ !ower limit (bound) value, m is the most promising value and u is the
upper limit ( yp value. Table 5.9 is an example of a fuzzy pairwise comparison

matrix. /1_/

Let Obl represent obj@ Ob2 represent object 2 to Obn representing object n.
Additionally, let O%Qenotgth lower TFN value, Obim denote the middle TFN
upp@N value of the i" object. Therefore for Ob1l in

Ob1l 0b2l Obnl) Z
ob1l' ob1l ' 7" ob1l’

found by getting the sum of (%9{7 %— while Y™, u1 is found by getting
The s

the sum of (Oblu obzu  Obmu oce &peated for columns 2, 3 to n for

value while Obiu de

column 1, ¥%_, 1 is fou d ettingthe, sum of ( _,mlis

obiu '""'oblu )

objects 2, 3 to n. Table 5.9 is then n same way it is done in
conventional AHP. This is done by dividing }fuzzy r in a column with its
respective sum of the column. That is lower bound elements are}kided by the sum of
lower bound elements. Likewise the same is done to middle upper bound

elements.
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Table 5.9 Fuzzy Pairwise Comparison Matrix

Obijective | Object 1 (Ob1) Object 2 (Ob2) Object n (Obn)

Object 1 Ob1l Obim Oblu Ob1l Obim Oblu Ob1l Oblm Oblu
ob1l' ob1im' oObilu ob2l' ob2m' O0b2u obnl’ Obnm' Obnu

Object 2 0b2l Oob2m Ob2u 0Ob2l Ob2m Ob2u 0b2l Ob2m Ob2u
ob1l' ob1im' oObilu ob2l' ob2m' o0Ob2u obnl’ Obnm' Obnu
Obj Obnm Obnu Oobnl Obnm Obnu Obnl Obnm Obnu
@1& obim’' Oblu ob2l' ob2m’ O0Ob2u obnl’ oObnm' Obnu

Sum \< n n n n n n n n

ml,z ul 12, m2, u2 In, mn, un
%1 i=1 i=1 i=1 i=1 i=1 i=1 i=1
Z

Let us use nly1, Nm11
nly1, nmy1 and n

row 1. If similar notati

the normalized values is ;%1 I

z

re ap
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a@m to denote normalized values for column 1 in row 1,
colugin® in row 1 and nly,1, nmy,1 and nuy1 for column 3 in
to other rows and fuzzy addition of the rows of
su@re as shown in Table 5.10.

1,
O
Qe
%6}/\
L

U




Table 5.10 Fuzzy Addition of Normalized Pairwise Comparison Matrix

N

Object 1 Object 2 Object n | Fuzzy Addition to
(Ob1) (Ob2) (©bn) | obtain 37, M/,
Object 1 nly1, nly,2, Nlyn, Z;’Ll 11
(Ob1) nmy1, nmy2, NMy,n, Yj=aml,
Nnuz 1 nui 2 Nuzin 271:1 ul
ject 2 nly.1, nlz,, nlan, Xz 12,
) nma,z, nmzz, Mz, TLym,
O,?’ nuz1 nuz.2 nuzn j=1u2
Vi
v ,
i /.
Object n nln,{@ Nln2, Nlhn, o1 ln,
(Obn) %& ‘V n2, NMhn,n, Z;-":lmn,
QL % e | g
A, 7,
zn:i 7 (@ n i,
N, @ W
=1 ]=1 O( /L' i=1 mll
C) <Q foq ul

Values in the fourth column of the first row are obtalned a/g%

Yjz1

[1=nly 1+ nlyo+...+ nlyp,

Yj=iml=nmyi+ N+ .. +nMyp,

j= " ul=nuii+ nuie+ ... +NULn,

Similarly, values in the second row are obtained as:

Yjz

2= M2= NM21+ M2+ ... +NM2p,

[2=nlz1+ nloo+ ... +nlap,
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D=1 U2= NUz 1+ NU2 o+ ... +NU2p,
while values in the last row are obtained as:
§'n=1 In=nlna1+ nl2+...+ nlpp,

Yj=1MN= NMp 1+ NMp2+ ... +NMh,p,

j= 1un— NUn,1+ NUn2+ ...+NUnn.

To 05 in[Xi, X, M’ ;. perform the fuzzy addition operation of

Mé%z,. ...m) values such that;
?:127% i li, Xy mi, Yo, ui) (5.16)

where; /1_/
L i = ?%Qvﬁ LAY In,
Yieimi= XL 1@%;] %& ;mn, and

fmqul = YL ul+ Z@ @11171
The inverse of the vector above is th< pute 4@@ that:

[Sr, ym, M) ]t = Zml ST T J, /9\9/)\ (5.17)

Note: Inverse of a fuzzy number N (I, m, u) is Nt (4, Y, 1) 7

Thus equation 5.14 then becomes: /<\

, . . 1 1
(Zznzll]’zgnzlm]’zjnzlu]) * (Z?ﬂu o omi' ¥, ll)

Recall that if an inverse of a fuzzy number N (Y, Y/m, /1), the value to be multiplied

is given in reversed order thus (Y, Y/m, ).

The outcome of the first procedure extent values of each alternative which are still
fuzzy in nature. These are referred to as blocks of fuzzy extent values. Block 1 is for

alternative 1, block 2 for alternative 2 and so on.
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6.2 Second procedure: Layer simple sequencing (Defuzzification of extent analysis
values)

There are two alternatives that can be used to implement this procedure. The first
procedure is the original Fuzzy AHP technique. The second procedure is a proposed

modification to the Fuzzy AHP.
6.2.1 Alternative one-Fuzzy Synthetic Method.

Fuzzy synthetic method (Mikhailov, 2003) compares each block (alternative) pair by
pal ds the overall goal. This gives the sequencing weight vector, Vi, for each
block. @me procedure is done when finding the local weights for all levels in the
hierarchy. et al. (2003) stated that given two triangular fuzzy numbers Fi(l1,
m1, U1) and £, 2, @2, u2), the degree (D) of possibility that F1 (I, mi, uy) >
F2 (2, mz, u2) is defﬁmﬁ

2 r
1, if m>my
D (Fl EFZ) = < 0, ifui<h (5.18)
Hou otherwise

N (m2-u2)-(mi1-11)’
To explain equation 5.18, we consfder tvilo'yz numbers Fi1= (I, mi, u1) and
F 2= (I2, my, uz). For a sensible com% b&)ﬁbthese two fuzzy numbers, it
should be investigated both the degree of iEiIityt @ is bigger than or equal to
F> and the degree of possibility that £1 is smaller than or t{}ﬁk 0 F2. Let D (F1> F?)

F
denote the degree of possibility that F1 is bigger than or equ F>. We have three
possible cases for D(F1> F2): Q<\

Case 1: If mi>my, then we have D(F' 1> F'2)=1.
Case 1: If u1< I, then we have D(F 1> F'2)=0.

Case 3: For all other possible cases the corresponding degree of possibility is given

11-u2

by D(F1>F2) = (m2-u2)—(m1-11)
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For a logical comparison, Chang (1996) uses the degree of possibility that a fuzzy

number Fi is to be greater than k fuzzy numbers. This term can be written as follows:
D(F'i> F1,... Fn) =(D(E> F1) 4(F'i> F?) 4,... D(E> Fy)) (5.19)

The principle of fuzzy number comparison (Chang, 1996) states that the degree of
possibility that a fuzzy number F; is greater than or equal to a set of fuzzy numbers is
equal to the minimum degree of possibility among these values. This is stated as:

D(Fi> F1,... Fn) = min (D(Fi> Fj| j=1,2,3..., n)) (5.20)
Co he synthetic extent values S; found from matrix of (n x n), then the degree
of possihifity of the i alternative is given by: min(D(Si> Sj| j=1,...,n; j # i)

6.2.2 Altern’aw: Geometric Mean Method (Modified Fuzzy AHP)

For each block, a g‘eém/etr'c mean of the fuzzy extent values is computed. This gives
the priority vector, Vi, ch block. The same procedure is done when finding the

local weights for @Is inif?&jerarchy. For both alternatives, the non-normalized
priority vector forn e

Pvi' = (hll,hlz..,w i:% (5.21)
where h;' is the priority vector valueér each { alternatives.

6.3 Third procedure: Normalizing the s@zci @gor obtained in the second

procedure. The local weight is found by normalizing ponents of this vector
using integral value (Liou & Wang, 1992; Bozdag et af., ﬂlB) approach. This
approach can be used in computing a wide of range of defuzzificatj alues between
0 and 1 which is similar to the fuzzy state of reasoning of the evaluatou!(\

PVi=h'i /$™, K'i: PV = (hy,hz.., hn)T. (5.22)

This becomes the local weight of alternatives in each level of the hierarchy. Global
weights for partners are derived by multiplying local weights in lower hierarchy to
local weights in the parent elements in the hierarchy using equation 5.1. The partner
with the highest weight is selected. This method is time consuming. RGFAHP can

handle fuzzy values of evaluation and take a lesser time.
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5.2.3 Reduced Group Fuzzy AHP

This new algorithm has both features for AHP and FAHP. First, obtain evaluation

comparison judgements of different alternatives in crisp values, as it is done in AHP.

Then crisp values are fuzzified using triangular fuzzy number as it is done in FAHP.

The arithmetic average of the fuzzified evaluators' opinions is found and a fuzzy

pairwise comparison matrix is formed. From literature, this is based on Group
Decision Making Algorithm (Tang & Zhang, 2007). The steps of the RGFAHP are

illustrated in

Figure 5.6 below.

O

Obtain discrete/crisp values from linguistic attributes

r

N

Mean operator >

’/I/ v

Compute arithmetic mean of discrete/crisp values

A .

Triangular Fuzzy >

T AN T /N v

Fuzzification of average crisp values

.U

Fuzzy Pairwise Comparison Matrix

N W

Split the fuzzy pairwise comparison matrix into lower and

upper bound crisp pairwise comparison matrix

! 7

o)

btain the local weights of each crisp comparison matrix

] R

Derive the overall weight by geometric mean technique

Steps of the p

Figure 5.6 Reduced Group Fuzzy AHP

roposed Reduced Group Fuzzy AHP algorithm are as follows:

1. Obtain preference values / level of importance of alternatives (appendix C). This is

done by choosing the linguistic attributes e.g. the statement “Indicate how important
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each of the following criterion is when your company is selecting partners for
structural engineering works in a building construction project” needs an evaluator to
choose one answer from (extremely important, very important, important, weakly

important and not at all important) to answer.

2. The chosen linguistic attributes are converted into numerical crisp values using
Table 5.7. In the partner evaluation tool, alphabetical symbols (A, B, C, D, E) with
matching nominal scales (extremely important, very important, important, weakly

important and not at all important) are provided. These are converted to Saaty (1980)

sc@

3. On§@inguistic opinions are converted to numerical values, computation of the
arithmetic f the numerical values is done and the average of crisp values, are
converted to flﬁ{u ing Table 5.8 and Figure 5.5. The linguistic symbols obtained
from evaluators caﬁil-

computed. The use @f w

participants. This Z\

;6 e converted directly to TFNs and their arithmetic mean
1 ‘?ean operator helps to get the collective opinion of all
to a Wr bound, middle and upper bound triangular fuzzy

values. The outcomes of this,step‘argCemprehensive fuzzy opinions.

4. Compute the pairwise corrd}!ﬁs rgf( s of the values of alternatives. This step

gives the fuzzy pairwise compari atri wﬁ rm of triangular fuzzy number (I, m,

u). The pairwise comparison judgemenf matrix gi
(A)) over the other (Aj), and is given by Ajj €A jﬂ i

e preference of one alternative
, 3y

5. The fuzzy comparison matrix is split into two parts. ower bound values are
used to form lower PCM while upper bound values form upper PCM. These PCMs
have crisp values, therefore, AHP approach is used to derive pr@&ectors after
confirming the evaluators' consistency using Saaty (1980)'s method. Priority vector of
lower PCM is combined with upper PCM using geometric mean. The elements of the
pairwise comparison matrices are computed using equation 5.3. After obtaining the
pairwise comparison matrices, the next step is to normalize the matrices and then

obtain the principal eigenvectors. This process is done for all levels.

6. Computing global weights. This is the step whereby the relative importance of each
element within the level (local weights) is merged/multiplied with the relative

importance of each element in the parent level. This gives the global weights for
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each alternative. This is done using equation 5.1. For a three level hierarchy of
objective, criteria and alternatives, the final overall weight of each alternative is

calculated as shown in Equation 5.11 which is equivalent to equation 5.1.

5.3 Chapter Summary

This chapter has discussed MCDM techniques applied in this study. The AHP (Saaty,
1980) is a method for modelling unstructured decision-making problems. It is an
MCDM method that uses pairwise comparisons of alternatives to derive weights of
importance from a multi-level hierarchical structure of objectives, criteria, sub-criteria
an ers. In cases where the comparisons are not perfectly consistent, it provides
an un ated method for improving the consistency of the comparisons, by using
the Eigenv thod and consistency checking method. The hierarchical structure
fits well with t/&ﬂe

rarchical structure of a partner evaluation and selection problem.

Fuzzy theory has prove( vantages for dealing with imprecise and uncertain decision
situations and mO(F)shu asoning in its use of approximate information. Fuzzy
set theory impleme rouping,Of data with boundaries that are not distinctly defined.
The evaluators' judgem ;§r/e no y vague and difficult to represent in terms of

exact numbers but could interval judgements than fixed value

judgements. Different types of f {n ;ﬂmgular or trapezoidal) are used to
decide the priority of one decision v &\
RGFAHP algorithm has both features fo 2

judgements of different alternatives in crisp values are obtdﬁ%.as done in AHP. The

Evaluation comparison

crisp values are fuzzified using TFN as done in FAHP. The av€fage of the fuzzified

evaluators' opinions is computed and a fuzzy pairwise comparison r@/{{s formed.

In the next chapter, experimentation and simulation of VEs is discussed.
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CHAPTER SIX
6.0 EXPERIMENTATION AND SIMULATION

6.1 Introduction

Analysis of focus group interview responses was performed using code mapping
(mapping of data to clusters) which categorizes the responses from evaluators
according to selected themes. The results of the analysis informed the design of the
evaluation tool (questionnaire). Evaluators use the evaluation tool to indicate their

prefekence / importance of selection criteria and sub-criteria in evaluating and

sel artners. Partners are then weighed against each other using their profiles

accordi how they satisfy a specific sub-criterion. To determine the accuracy of
these techniq data is obtained from six case study groups. The mean of their

% to the MCDM techniques. MCDM techniques are used to
%—% based scenarios by evaluators from the six case studies.

criteria are used to predict partners' performance.

opinions are su
simulate different kn

Partner performan

6.2 Partners Evalu§ @n Factors

First, determination of tion ad/selectlon criteria is done followed by
determination of partner per Q@atlon criteria. To determine partner
evaluation and selection criteria% from f@s group (experts) interviews were
categorized. Categories include: Techn C), development speed (DS),
cost of development (CD), Information olo/§

business strength (BS), strategic position (SP), coIIabora( Q}\record (CR), cultural

compatibility (CC) and management ability (MA). Specific cal!@rles were then put

financial security (FS),

in general categories. Technical skills comprised TC, DS, CD an ile FS, BS,
SP and CR, CC, MB were categorized as Business Skills and Management Skills
respectively. Constant comparative analysis aided in identifying patterns and

categories.

At the lowest level, TC comprised the following factors: capacity, customer services,
value-adding capabilities, skills, experience, complementation in core capabilities; DS
comprised delivery time, development speed, task completion probability; CD
comprised price/cost, task price; IT comprised design capabilities, communication

techniques while FS comprised financial position, credit worthiness, risk, uncertainty,
82



caution price; BS comprised commitment to quality, partner flexibility, reputation,
communication mechanism, market position, size of company, reliability, partner
resources, security; SP comprised partner performance, location, strategic goals; CR
comprised previous collaboration experience, ability to work as a team, relationship
between staff; CC comprised matching of corporate cultures, trust, confidentiality.

Finally, MA comprised management style, openness.

The following section explains the sub criteria considered. Technical capabilities,
requires that partners should have relevant types of skills and experience for the task.
De@pment speed, assesses the capability of a partner to complete tasks within

proje lines. Financial security, is important because it reveals the financial

strength partner. The partner deposits some amount of money before project

commenceme laborative record, determines the ability of the partner to work in
a team. This is don xamlnlng the successful projects the partner has been part of.

Business strength, e the necessary equipment and qualified staff of the
partner. Cost of de % mines the ability of the partner to implement a task
ec

within the proj et. rate cultural compatibility, examines staff
management style in % s and corporate culture of the partner.
Strategic position, is about ne with other firms like financiers during
previous projects. Management a 7indi a)( ow the partner relates with staff and

handles staff issues. Use of Informat o chnol termlnes the partner’s ability
to use software for designs, finance and st ﬂg &sues

Miles and Huberman (1994) suggested that initial clusterwg)iconducted to find
conditions among the participants, as a method of pointing“to regularities in the
setting. As Bogdan and Biklin (1982) explained, "certain words, @%paﬂerns of
behaviour, subject's ways of thinking repeat and stand out". These categorizations of
evaluation and selection factors can be represented in a hierarchical structure. The
hierarchy shown in Figure 6.1 represents a decision problem for a specific task. This
hierarchy is composed of four levels: objective, criteria, sub-criteria and partners. The
overall objective of the problem is the task of partner evaluation and selection, the
criteria for evaluating and selecting partners are technical, management and business,

sub-criteria for each criterion are defined and the partners to be considered.
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Partner Evaluation

and Selection = ------------------------- Leyel _1'
Problem Obijective
Business Technical Management Level 2-Criteria

Criteria

N
o ]
/4

L ...
Partier-1 / Parther-n Level 4-Partners
/

b -
Figure 6.1 Hierarchical Structure of the Partner Evaluation and Selection Problem

TAN !
At level 1, objectiveQ pro%defined as provided by the project owner. The
objective in this case is t ner eval

project. %
At level 2, the evaluation and selé crlt{%\e defined. The problem can be
solved if the right criteria are defined%ote '@rtners are selected based on

At level 3, the evaluation and selection sub-criteria are de@—For each criterion,
sub-criteria are defined. Preference values of partners are depe on how they

@)n and selection problem of a construction

these criteria.

satisfy the sub-criteria.

At level 4, potential partners’ profiles are provided. Partners are weighed against each

other depending on how they satisfy a given sub-criterion.

At each level local weights are computed and the overall weights of partners are
calculated.



6.3 Experimentation

MCDM algorithms are applied to data from evaluators. The results of each algorithm
are discussed. Evaluation tool required categorical responses. Numerical values were
allocated to these categorical responses. Responses of all evaluators were categorized.
There are two methods for computing combined group decisions in AHP, FAHP and
RGFAHP: (i) using either the arithmetic mean or the geometric mean of individual
respondents’ judgements and (ii) using either the arithmetic mean or the geometric
mean of the individually calculated relative weights (Forman & Peniwati, 1998). The
firspsMmethod is used if the group of the respondents acts as a unit while the second

¢ used if the group acts as a combination of individuals. The first

method d in this study.

6.3.1 Applica »@eﬂ AHP Algorithm

The results derived y pplying AHP, gives the relative weights for each criterion,
sub-criterion and p e averages of evaluators’ opinions after conversion from
linguistic to Saaty}\

pgrlterlon in Figure 6.1 were obtained as 9, 7, 7 for
business, technical a

for a different set of evalufgg

long as the values are consiste @/ are
comparison matrix (PCM) for th |s der

|ter|on respectively. These values could vary
the consistency of the evaluations and as

|dered valid and reliable. The pairwise

follows.

Table 6.1 Pairwise Comparison }r:%z in Figure 6.1
Criteria Business Technical ')jfagement
Business 1.000 1.286 @6

Technical 0.778 1.000 1.0600

Management 0.778 1.000 1.000

Sum 2.556 3.286 3.286

Divide numerical value of one criterion by the value of another criterion. Business
skills criterion against itself is 9/9=1, business skills against technical skills is 9/7=
1.286. Same applies to business and management skills criteria. These are the values
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in the upper diagonal of Table 6.1. Values in the lower diagonal of the Table are the
reciprocals of the respective values in the upper diagonal. Technical criterion against
business criterion is the reciprocal of business criterion against technical criterion
which is 1/1.286=0.778. Values in Table 6.1 are then normalized by dividing the
values of each field in a column by the sum of the values in the specific column. This

results in values in Table 6.2.

Table 6.2 Normalized PCM, Priority Vector and Local Weights for Criteria

Cr?;jria Business Technical Management Priority Local
& Vector Weights
Business ,7 0.391 0.391 0.391 0.391 0.391
p 4
Technical ‘6.3%4_ 0.304 0.304 0.304 0.304
/,
Management 0.304. 0.304 0.304 0.304 0.304

For instance

1/2.55=0.391 and nor
is 0.778/2.556=0.304. Then av

mess against business, field 1 of column 1, is

L 4
normali @Iue
ma | lue for

chnical against business, field 2, column 1,

Ilzed values in each row are derived

which are the priority vector. A e of f Table 6.2 which is for business

criterion is 0.391. Then arithmetic m or te and management criteria are
0.304. To derive the local weights for e r|o Sr$qvwallze the priority vector
values by finding the quotient of each vector value by t e/ of the vector values.

For example local weight for business criterion is:

To determine if the data collected from evaluators were consistent, maximum

0.391/(0.391+0.304+0.304)= 0.391.

approximate Eigen value, Amax, IS calculated by finding the sum of the products of
priority vector values of criterion in Table 6.2 and respective totals of the column of
PCM values for the respective criterion in Table 6.1. In this case Amax = 2.556 x 0.391
+ 3.286 x 0.304 + 3.286 x 0.304 = 3.000. Saaty (1980) suggests that Consistency

Amax—

Index (Cl) of a matrix of order n is ~——— and values are consistent if CI < 0.1. In
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3—

this case, n=3 and CI = T = 0. This process is repeated for level 3 and 4 to find local

weights for sub criteria and partners.

The averages of partners' evaluators' opinions after conversion from linguistic to
Saaty scale for Business sub criteria; financial security (FS), business strength (BS)
and strategic position (SP) were 9, 5, 3 respectively; Technical sub criteria, technical
capability (TC), development speed (DS), cost of development (CD) and information
technology (IT) were 9, 5, 7 and 3 respectively and Management sub criteria,
collaboration record (CR), cultural compatibility (CC) and management ability (MA)

é and 5 respectively. Tables 6.3 to 6.5 show the local weights of each sub
crlterk& @ dition, they show the largest Eigenvalue, Consistency Index (CI) and the

W

Consistenc CR) of each pairwise comparison matrix. The results show that all
the pairwise cﬂ( on matrices have a CR smaller than 0.1 and therefore are
considered consistentt The Local weights for each matrix identify the most important

alternative.

@ 3 E )g&elghts for Business Criterion

Sub criterion /§P /F BS Local Weights
/] s
SP I.wa’o Oﬁ% 5.00 0.170
FS 3.00 1.00 / 0 0.527
BS 1.70 ’ 0.303

Dmax = 2.99, ClI ocﬁl}eR Oq)/

In the Business criterion, Financial Security has the highest \@mf 0.527.

U
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Table 6.4 Local Weights for Technical Criterion

Sub criterion | TC DS CD IT Local Weights
TC 1.00 1.80 1.30 3.00 0.379
DS 0.55 1.00 0.71 1.70 0.214
CD 0.77 1.40 1.00 2.33 0.286
IT 0.33 0.60 043 1.00 0.121

Amax = 3.95, C1 = 0.016, CR = 0.018

In@Technical criterion, Technical Capability ranks first with a local weight of

0.379@0

'y/irable 6.5 Local Weights for Management Criterion
Vi

Managefren cC MA CR Local
Criterio b Weights
/)
CcC )\ %}0 0.60 0.33 0.186
MA @ 1. 1.00 0.55 0.321
CR C}Qg ’$7 1.20 1.00 0.494
N 4
Amax = 2.89(1/%}; 0. =0.095
In the Management criterion, Co ativ Fé ord (CR) ranks first with a value of

0.494.

Global weights are derived by merging/mcu?t\lﬁying i@eights of alternatives at

lower levels in the hierarchy by local weights of alternatives i the parent levels in the

m@gement criteria

Table 6.6 Global Weights for Business Criterion

hierarchy. Thus global weights for the business, technical an

were calculated as shown in Tables 6.6 to 6.8.

Criterion Local Sub- Local Global
weight criteria weight weight
Business 0.391 FS 0.527 0.206
SP 0.170 0.066
BS 0.303 0.118
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Global weight for FS is derived as 0.527 x 0.391 = 0.206, SP, 0.170 x 0.391 = 0.066
and 0.303 x 0.391 = 0.118 for BS. The same is done for Technical and Management
criteria as shown in Tables 6.7 and 6.8.

Table 6.7 Global Weights for Technical Criterion

Criterion Local Sub- Local Global
weight criteria weight weight
Technical 0.304 TC 0.379 0.115
DS 0.214 0.065
O<'\ CD 0.286 0.087
e
IT 0.121 0.037
<7

"V

Ta&?ﬁ. Global Weights for Management Criterion

Criteri}; i%ﬁocal Sub- Local Global
(Q eight criteria weight weight
V4
Managemeht 07304>, CR 0.496 0.151
Y4 /

- "V ,cc 0.188 0.057
1,
7 0.316 0.096
9,
I
n

< O -
Evaluators give their preference values o @ﬁ%sseciﬁc sub criterion. In this

case, Table 6.9 shows the relative weights of ers fo

Table 6.9 PCM and Local Weights for Partners Financial Sezémy Sub-criterion

FS P1 P2 P3 P4 P5 7L~ Local
Weights
P1 1.000 0.200 0.333 0.125 0.150 0.333
P2 5.000 1.000 4.000 3.000 7.000 0.167
P3 3.000 0.250 1.000 0.200 9.000 0.233
P4 8.000 0.112 3.000 1.000 0.500 0.112
P5 6.667 0.143 0.111 2.250 1.000 0.155
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For each sub criterion, partners 1 to 5 were evaluated. The local weights for all factors
at all levels applied to Figure 6.1 yields Figure 6.2. Table 6.10 below summarizes the

results of this process.
Partner Evaluation

and Selection
P

0.39 0304 0.304

Technical Management

( b 0400 (315 0.179
O’\ /\

Figure 6.2 Computations of Partners Relative Weights in AHP
N ‘ \)/)\

0.167 (233 0.112
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Table 6.10 Results of Evaluation using AHP

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0527 |0.206 |0.333|0.167 | 0.233 | 0.112 | 0.155
Business 0.391 Igp 0.170 | 0.066 |0433]0.167 | 0.111 | 0.101 | 0.188
BS 0.303 |0.118 |0.285]0.143 | 0.333 | 0.154 | 0.085
TC 0.379 |0.115 |0.188 | 0.250 | 0.167 | 0.274 | 0.121
DS 0214 | 0.065 |0.129 | 0.375]0.115 | 0.122 | 0.259
Technijcal 0.304
CD 0.286 |0.087 |0.250 ] 0.150 | 0.368 | 0.211 | 0.021
6\0 IT 0.121 |0.037 |0.133]0.267 | 0.267 | 0.194 | 0.139
/ CR 0.496 |0.151 |0.367 | 0.333 ] 0.211 | 0.022 | 0.067
Management 4364 'CC [0.188 [0.057 |0.200]0.100 |0.066 | 0.289 | 0.345
4% 0.316 |0.096 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
N7 Priority | 0.264 | 0.233 | 0.229 | 0.150 | 0.122
«y ) .
/3\ Weight
i O 'I)’ Total | 0.998
Ota .
7,
’/b, (_fError | 0.002
4 I

To calculate the overall weights for

global weights for each sub-criterion

products (partner local weights multiplied by sub-criterion/g

partner is computed. This is illustrated in the following section.

0.155
: X

0.006

0.100

[0.333

0.096

IS

weights of each partner according to a su

0.206

erio

0.264

0.122

to as Priority Weight, PW), the
is multiplied by the local

r%this, the sum of the
i Dhal wei

p weights) of each
O

Global weight (GW) for FS is derived by multiplying local weight of Business
criterion by local weight of FS, which is 0.391 x 0.527 = 0.206; GW for TC is 0.304 x
0.379=0.115. Likewise GW for CC is 0.304 x 0.188=0.057. Finally Priority Weight
(PW) for partners is derived by finding the sum of products of global weights of each

sub criterion and the local weight of the partner in the sub criterion. For instance PW
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for partner 1 is 0.206 x 0.333 + 0.066 x 0.433 + 0.118 x 0.285 +0.155 x 0.188 +
0.065 x 0.129 + 0.087 x 0.250 + 0.037 x 0.133 + 0.151 x 0.367 + 0.057 x 0.200 +
0.096 x 0.100 = 0.264. PWs for partners 2 to 5 are derived in the same way. If all is
perfect the sum of the weights for partners should be 1. From Table 6.10 the sum is
0.998 with an error of 0.002. The PWs of Partner 1 through 5 was 0.264, 0.233, 0.229,
0.150 and 0.122 respectively. Partner 1 has the highest weight and is consequently
selected.

6.3.2 Application of Fuzzy AHP (with extent analysis)

rithm addresses the problem of using crisp values during evaluation and
select& artners. For example, an evaluator might feel that technical skills of a
partner are
much. This da

evaluators' opinion yusiness Technical and Management criteria were 9, 7 and 7

e important than management skills but cannot tell exactly by how
be represented a range of values (fuzzy/continuous). Averages of

respectively. The Iues were fuzzified using triangular fuzzy numbers

resulting into (7, & bu ne

9) for management @n A@ pairwise comparison matrix was formed as

shown in the Table 6.11.

crlterlon (5, 7, 9) for technical criterion and (5, 7,

Table 6.11 Fuzzy PCM @Z(tn@ tion and Selection Criteria

Criteria Business }(\ T&w Management
Business 1,1,1 ~ ]45 I, Q)g\/ 7/5, 917, 9/9
Technical 9/9, 719, 5/7 1,1,1 )‘ 1,1,1
Management 9/9, 719, 5/7 1,1,1 O 1,1,1
Sum 3, 2.556, 2.428 3.4, 3.286, 3 3&‘.286, 3

Values in field 1, column 1 for business against itself is (1,1,1) which is found by
dividing lower bound value by lower bound value, middle value by middle value and
upper bound value by upper bound value (7/7, 9/9, 9/9). Values in field 3, column 1,
is found by dividing (7, 9, 9) by (5, 7, 9). Other field values are derived in the same
manner. The sum of each column is found by adding lower bound values together,
middle values together and upper bound values together. That is sum of column 1 is
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(1+1+1=3), (1+7/9+7/9=2.556) and (1+5/7+5/7=2.428). Sums of columns 2 and 3 are

found in the same manner.

To calculate the extent analysis on the Fuzzy PCM, the following steps were

followed.

First, the Fuzzy PCM was normalized by applying equation 5.16. Table 6.12 shows

the normalized fuzzy pairwise comparison matrix of the selection criteria.

Table 6.12 Normalized Fuzzy Pairwise Comparison Matrix for Criteria

Cnteﬁa’@ Business Technical Management Fuzzy Addition
Business 3,0.391,0.412 | 0.412, 0.391, 0.333 | 0.412,0.391, 0.333 | 1.157, 1.173, 1.078
/1.
Technical 0.333/0.304, 0.294 | 0.294, 0.304, 0.333 | 0.294, 0.304, 0.333 | 0.921, 0.912, 0.960
J/
Management | 0.333, 0.304, 0.294, 0.304, 0.333 | 0.294, 0.304, 0.333 | 0.921, 0.912, 0.960
D =1
Sum 6\ 7 //\9 2.999, 2.997, 2.998
‘ &>
Inverse of "/5, '/ 0.333, 0.334, 0.334
sum 7 p @
O/ /l

Fuzzy addition in the last column of the%w@ ved as follows:

0.333+0.412+0.412=1.157; 0.391+0.391+0.391=1.173; 0.412+0.333+O.333:1.078

Other rows were determined using the same procedure.

Sum of the fuzzy additions in the second last row is found as

k
U

1.157+0.921+0.921=2.999; 1.173+0.912+0.912=2.997; 1.078+0.960+0.960=2.998

The inverse of the sums of fuzzy additions in last row was found by dividing one (1)

by the sum of the fuzzy additions. In this case inverses are:

—=0.333, ——0334 ——0334

2.999
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Extent analysis values are found by multiplying the normalized fuzzy addition of each
criterion by the inverse of the sums of the normalized fuzzy addition. This is achieved
using equation 5.20.

1.157x0.334, 1.173x0.334, 1.078x0.333 = 0.386, 0.392, 0.359

0.921x0.334, 0.912x0.334, 0.960x0.333 = 0.308, 0.305, 0.320

0.921x0.334, 0.912x0.334, 0.960x0.333 = 0.308, 0.305, 0.320

The local weights of each criterion are derived by finding the geometric mean of the
fu@xtent values as shown in Table 6.13.

& Table 6.13 Fuzzy Local Weight for the Selection Criteria

Cﬁ!%a Fuzzy Local Weight Defuzzified Weights

Busmess,/ 0.386, 0.392, 0.359 0.379

Technisa?(\ 7 ﬂs 0.305, 0.320 0.311
Management (')S/ @?305 0.320 0.311

The last column of the matrix |s@ m% inding geometric mean of the fuzzy
weights. Thus, for the first row: (O )1’3 =0.379.

The same procedure was done to find the @Wighi@\second and third levels of
the hierarchy. Table 6.14 shows the local weights for Businé criteria.

Table 6.14 Local Weight for Business Sub criteriO

Sub criteria Local Weight Defuzzified weights
Financial Strength 0.436 0.382 0.423 0.413
Strategic Position 0.290 0.315 0.305 0.303
Business Strength 0.240 0.302 0.308 0.282

94



The same procedure is done when finding the priority vectors and local weights for all

levels in the hierarchy. Global weights are derived like in AHP. Table 6.15 shows the

outcome when data from evaluators were subjected to Fuzzy AHP.

To calculate the Priority Weight (PW) of partners, the global weights for each sub-

criterion in each criterion is multiplied by the local weights of each partner according

to a sub-criterion. After this, the sum of the products (partner local weights multiplied

by sub-criterion global weights) of each partner is computed. This is illustrated in the

foIIowing section.

&O [0333 0.1555] §

0.100 --- 0.006

0.157

0.072

0.264

0.140

@Table 6.15 Results of Evaluation using FAHP

Criteria Local/ﬁeu Local | Global | P1 P2 P3 P4 P5
weight ria | weight | weight
\FS ﬁr 0.413 | 0.157 |0.333]0.167 | 0.233 | 0.112 | 0.155
Busi 0378 a5
USINEss : <\ h £0.303 | 0.115 |0.433]0.167 | 0.111 | 0.101 | 0.188
BS A 40.%(,0.107 0.285 | 0.143 | 0.333 | 0.154 | 0.085
.1 BN y .4
TC 'w(a% ‘-’;a%o 0.188 | 0.250 | 0.167 | 0.274 | 0.121
ya /l
DS 0200 | 0.062.4-0.129 | 0.375 | 0.115 | 0.122 | 0.259
Technical 0.311 (‘\
CD 0.140 044 N0 0.150 | 0.368 | 0.211 | 0.021
) | N
IT 0.371 | 0.115~10.138) 0267 | 0.267 | 0.194 | 0.139
CR 0.488 | 0.152 |0.367 0.'33?__0.211 0.022 | 0.067
Management | 0.311 ["cc 0280 | 0.087 |0.200|0.100 | 6.086 | 0.289 | 0.345
N
MA 0.231 | 0.072 |0.100 | 0.400 | 0.315°] 0.179 | 0.006
Priority | 0.264 | 0.231 | 0.214 | 0.151 | 0.140
Weight
Total | 1.000
Error 0

Global weight (GW) for SP is derived by multiplying local weight of Business
criterion by local weight of SP, which is 0.379 x 0.303 = 0.115, GW for CD is 0.311 x
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0.140=0.044. Likewise GW for MA is 0.311 x 0.231=0.072. Finally PW for partners
is derived by finding the sum of products of global weights of each sub criterion and
the local weight of the partner in the sub criterion. For instance PW for partner 2 is
0.157 x 0.167 + 0.115 x 0.167 + 0.107 x 0.143 +0.090 x 0.250 + 0.062 x 0.375 +
0.044 x 0.150 + 0.115 x 0.267 + 0.152 x 0.333 + 0.087 x 0.100 + 0.072 x 0.400 =
0.231. PWs for partners 1, 3 to 5 are derived in the same way. If all was perfect the
sum of the weights for partners should be 1. From Table 6.15, the sum is 1.0 with an
error of 0. The PWs of partners 1 through 5 were 0.264, 0.231, 0.214, 0.151 and
O.M&espectively. Partner 1 has the highest weight and is consequently selected.

6.3.3 ication of Reduced Group Fuzzy AHP

Data collec rom evaluators was converted from crisp values to fuzzy/continuous
values. It Wa34€ for all levels of the hierarchy. The arithmetic mean values for
Business, Technical yd Management criteria by evaluators were (9, 7, 7)
respectively. These cri es were fuzzified using triangular fuzzy numbers to get
(7, 9, 9) for bus |ter n, X5, 7, 9) for technical criterion and (5, 7, 9) for

management criterion® @zzy }e comparlson matrix was formed as shown in

Table 6.16 below. % O

Table 6.16 Fuzzy Pairwise C@) riso ix for Partner Selection Criteria
N

Partner Selection Business crite\i@ Te criterion | Management criterion

AR

Business criterion 1,1,3 "}LLS, 9/'7@ 7/5, 917, 9/9
N

Technical criterion 1,1,3 ° /L 1,1,3

.y
Management criterion \k\l 1,3

Then the fuzzy pairwise comparison matrix is divided into two matrices consisting of

lower and upper bound elements as shown in Tables 6.17 and 6.18.
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Table 6.17 Lower Bound PCM for Selection Criteria

Criteria Business Technical Management
Business 1.00 1.40 1.40
Technical 0.714 1.00 1.00
Management 0.714 1.00 1.00

OA Table 6.18 Upper Bound PCM for Selection Criteria
N 'Oriteria Business Technical Management

W 3.00 1.00 1.00

Technlcalﬁ_/ 1.00 3.00 3.00
Managem )g Zyl 00 0.33 3.00

After that the local we%p ;}f{’é\//se comparison matrix is done like in the

conventional AHP. Table 6.1 )ﬂ eights for the lower and upper bound

elements.
Table 6.19 Local and Glo%g %Iectlon Criteria
Criteria Lower Local Up‘ﬁer LocaI /" Qverall Weight
Weight Weight petrlc Mean)
Business 0.412 0.325 @
Technical 0.294 0.441 o.!és )
Management 0.294 0.235 0.263

After obtaining the results for the local weights of the lower and upper elements then
the final step is to combine two respective local weights (for the lower and upper
element) in order to get the overall weights for alternatives. The same procedure was

applied to all levels of hierarchy. Table 6.20 below shows the overall outcome of the
RGFAHP.
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Table 6.20 Results of Evaluations using RGFAHP

Criteria Local | Sub- Local | Global P1 P2 P3 P4 P5

weight | criteria | weight | weight
Business 0.366 | FS 0.417 | 0.153 |0.333|0.167 | 0.233 | 0.112 | 0.155
SP 0.302 | 0.111 |0.433|0.167 | 0.111 | 0.101 | 0.188
BS 0.253 | 0.093 |0.285|0.143 | 0.333 | 0.154 | 0.085
TC 0.312 | 0.112 [0.188|0.250 | 0.167 | 0.274 | 0.121
DS 0.211 | 0.076 |0.129 | 0.375|0.115 | 0.122 | 0.259

Tech 0.360
<> CD 0.126 | 0.045 |0.250 | 0.150 | 0.368 | 0.211 | 0.021
»y/’ IT 0.351 | 0.126 [0.133]0.267 | 0.267 | 0.194 | 0.139
y 4
vV lCcr 0.449 | 0.118 [0.367 | 0.333 | 0.211 | 0.022 | 0.067
y 2
Management | 0.263 % 0.298 | 0.078 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
A™ 254 | 0.067 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
P Y 4

C\ /» Priority | 0.254 | 0.230 | 0.207 | 0.153 | 0.143

eight

4% ¢ ,

Zttg 0.987
O/ /I
< (,.)Errobz\om
=~ 4

To calculate the Priority Weights (PW) of par

to a sub-criterion. After this, the sum of the products (partner Iocal

by sub-criterion global weights) of each partner is computed. This

following section.

0.333 - 0.155
: . : X

0.100 --- 0.006

0.153

0.067

sth

0.254

0.143

e

criterion in each criterion is multiplied by the local weights

eights for each sub-
h partner according

hts multiplied

o

rated in the

Global weight (GW) for BS is derived by multiplying local weight of Business
criterion by local weight of BS, which is 0.366 x 0.176 = 0.064, GW for DS is 0.360 x
0.211=0.076. Likewise GW for CR is 0.263 x 0.499=0.118. Finally PW for partners is

derived by finding the sum of products of global weights of each sub criterion and the
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local weight of the partner in the sub criterion. For instance PW for partner 1 is 0.191
X 0.333 + 0.111 x 0.433 + 0.064 x 0.285 +0.112 x 0.118 + 0.076 x 0.129 + 0.045 x
0.250 +0.126 x 0.133 + 0.118 x 0.367 + 0.078 x 0.200 + 0.067 x 0.100 = 0.254. PWs
for partners 1, 3 to 5 are derived in the same way. If all was perfect the sum of the
weights for partners should be 1. From Table 6.20 the sum is 0.987 with an error of
0.013. The PWs of Partners 1 through 5 was 0.254, 0.230, 0.207, 0.153 and 0.143

respectively. Partner 1 has the highest weight value and is consequently selected.

6.3.4 Comparison of Algorithms

Tal 1 shows the results of the evaluation of partners using the three algorithms.

O Table 6.21 Comparison of Outcomes of algorithms

Metmﬁ/ PL | P2 | P3 | P4 | P5 |Total|Error
AHP %4 0.233 [ 0.229 | 0.150 | 0.122 | 0.998 | 0.002
FAHP )Lo.' 3231 0.214 [ 0.151 [ 0.140 | 1.00 | ©

RGFAHP /0254 Io;%e 0.206 | 0.153 | 0.143 | 0.987 | 0.013

Ideally, in any algorlthm t ?ks aI ives, the sum of the PWs of alternatives
should be 1. If this is not th
therefore resulting in errors. Th @er t or the worse the algorithm’s

performance becomes. Since the consis

hen orithm has not performed optimally

9? ate to the judgemental errors
in pairwise comparisons (Karlsson et al., cluded that these mean

errors correspond to the consistency ratio (Saaty, 1980). l

The three algorithms ranked all the partners in the following order,@PZ, P3, P4 and
P5 with P1 with the highest weight and P5 having the lowest weights\FAHP (with
extent analysis) has the least error of zero (0), conventional AHP has an error of 0.002
while RGFAHP has the most error of 0.013. In order to verify the results of these
algorithms, sources of data was varied from additional five cases of evaluators. Table

6.22 shows the results of case one (1).
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Table 6.22 Case 1 Results of Algorithms

Method P1 P2 P3 P4 P5 Total | Error
AHP 0.261 | 0.231 | 0.229 | 0.153 | 0.123 | 0.997 | 0.003
FAHP 0.266 | 0.232 | 0.214 | 0.141 | 0.143 | 0.996 | 0.004
RGFAHP 0.251 | 0.232 | 0.206 | 0.145 | 0.154 | 0.988 | 0.012

For case 1, P1, P2, P3, P5 and P4 have priority weights in that order with P1 with the
highest and P4 with the least. However, this slightly differs from AHP where P4 has a
higher weight than P5. AHP has the least error of 0.003 while FAHP and RGFAHP
ha@rors of 0.004 and 0.012 respectively . Table 6.23 shows the results of case two

2. 6\0
ﬁ@ Table 6.23 Case 2 Results of Algorithms
y 4

Method Pr, | P2 P3 P4 | P5 | Total |Error

AHP 0. 0229 | 0229 |0.153] 0.122 | 0.989 | 0.011

FAHP 926179236 | 0.214 [0.131 [ 0.153 | 0.995 | 0.005
4

RGFAHP 9\{53 0228, 0206 |0.145 | 0.154 | 0.981 | 0.019

For case 2, P1, P2, P3, P5 haé iority weights in that order with P1 with the
highest and P4 with the least. er, lightly differs from AHP where P4 has a
higher weight than P5. FAHP is t éost acc(@with the least error of 0.005 while
RGFAHP is the least accurate with th st /§S0.019. Table 6.24 shows the

results of case three (3). % \S\
/

Table 6.24 Case 3 Results of AIgorithﬂ?s}
N
Method P1 P2 P3 P4 P5 % Error
AHP 0263 | 0.244 | 0.229 [ 0.143 | 0.119 | o. 0.002
FAHP 0262 | 0232 | 0.214 [ 0.141 | 0.148 | 0.997 | 0.003
RGFAHP 0.251 | 0.232 | 0.206 | 0.154 | 0.143 | 0.986 | 0.014

For case 3, P1, P2, P3, P4 and P5 have priority weights in that order with P1 with the
highest and P5 with the least. However, this slightly differs from FAHP where P5 has
a higher weight than P4. AHP is the most accurate with the least error of 0.002 while
RGFAHP is the least accurate with the highest error of 0.014. Table 6.25 shows the

results of case four (4).
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Table 6.25 Case 4 Results of Algorithms

Method P1 P2 P3 P4 P5 Total | Error
AHP 0.263 0.233 | 0.227 | 0.151 | 0.122 | 0.996 | 0.004
FAHP 0.268 0.234 | 0.212 | 0.143 | 0.143 1 0

RGFAHP 0.253 0.234 | 0.202 | 0.152 | 0.149 | 0.990 | 0.010

For case 4, P1, P2, P3, P4 and P5 have priority weights in that order with P1 with the
highest and P5 with the least. However, P4 and P5 have similar weights in FAHP.
FAHP is the most accurate with the least error of 0 while RGFAHP is the least
acc@e with the highest error of 0.010. Table 6.26 shows the results of case five (5).

% Table 6.26 Case 5 Results of Algorithms
=<7

Method /A , P1 P2 P3 P4 P5 | Total | Error

AHP 0228 | 0.258 | 0.226 | 0.150 |0.126 | 0.988 | 0.012

FAHP 024, 0.256 | 0222 | 0.161 [ 0.133 [ 0.996 | 0.004

RGFAHP | 0.251/470.252 | 0.206 | 0.134 | 0.145 | 0.988 [ 0.012
5

For case 5, P2, P1, nd P’g\ ve priority weights in that order with P2 with the

most accurate with the least error of 0.004

highest and P5 with the aﬁ}AH At
while AHP and RGFAHP ar cc
mean total and errors of the algor are s

ith equal errors of 0.012. The arithmetic

oﬂﬁ\ Table 6.27.
Table 6.27 Arithm@@an%wd Error
. L

Method Case 1 | Case2 | Case3 | Casd4 Case‘S"@al Mean | Mean
)! Total Error
AHP 0.997 | 0989 | 0.998 | 0.996 | 0.988 | 4.968 | 0.9936 | 0.0064
FAHP 0.996 | 0.995 | 0.997 1 0.996 4.984@%68 0.0032
RGFAHP 0.988 | 0.981 | 0.986 | 0.99 | 0.988 | 4.933 | 0.9866 | 0.0134

From these comparisons, it can be stated that FAHP is relatively more accurate with a
mean error of 0.0032 followed by conventional AHP with a mean error of 0.0064 and
RGFAHP which has a mean error of 0.0134. A closer examination at these outcomes,

partners' relative weights for each criterion in each algorithm is presented in chart 1.
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Relative weights of selection criterion for three algorithms
0.5 -
0.4 -
Relative 0.3 -
weights 0.2 - u AHP
0.1 u FAHP
0 4
Business Technical Management RGFAHP
skills skills skills
Selection criteria
O Chart 1: Relative weights of selection criterion for three algorithms

As shovv@ove, business skills criterion had relatively higher weights than the rest.

AHP outweli FAHP and RGFAHP in business skills criterion. RGFAHP

outweighed AI—% AHP in Technical skills criterion while FAHP did better than

AHP and RGFAHP Q%nagement skills criterion. Evaluators for this cases could
sk

use AHP if busine re the most important selection sub criteria; employ

RGFAHP if technl |II iferia were more important than others while they
could work with FAH ext naIy3|s) if management skills were the most
important selection sub crl part er

The three algorithms are effecﬂ% % ith extent analysis) and RGFAHP
ter

Thls is because FAHP (with

extent analysis) and RGFAHP can be us v rs' Judgements are either

outweigh conventional AHP in

exact or fuzzy. RGFAHP outweigh FAHP (w extent because it has fewer
steps. In addition RGFAHP has characteristics of both AH apé—FAHP (with extent
analysis). Apart from the correctness, simplicity and generality of orithm, other
aspects which can be used to differentiate between the algorithms ar(ée and space
complexities. Time complexity refers to time in which the algorithm runs. It is
determined by finding the upper bound on the execution time (Chang, 1996). Chang

(1996) found FAHP (for n criteria) has the time complexity of n(n+6) and AHP has a
time complexity equal to @ RGFAHP has a time complexity between that of
AHP and FAHP but twice that of AHP which is n(n-1). AHP algorithm can be

extended to be used in a situation where the evaluators have imprecise information

about evaluation judgements. Fuzzy logic can be incorporated in AHP to address the
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uncertainty of users' judgements during the evaluation of partners. These algorithms

gave approximately similar results in all the cases.

6.4 Simulations of Partners Evaluation and Selection

Relative weights for Business, Technical and Management skills criteria were fixed
and used to simulate different scenarios when the weights were interchanged. Table
6.28 shows the results for the first scenario. In this case business criterion was
assigned weight of 0.41, with 0.36 and 0.23 assigned to technical and management
criteria respectively. The computed results are shown in appendix G, where Business,

T and Management criteria relative weights were fixed and then

interc @

%.28 Partner Evaluation & Selection: Business (0.41), Technical
(0.36) & Management (0.23)

y
Algorithm ! % P2 P3 P4 P5
\,
AHP ,?\26' 0.227 0.230 0.155 0.123
FAHP ‘Oé65 0.214 0.151 0.140
A Vi
RGFAHP 0.2577/ 0.22(/ 0.210 0.154 0.141
7\ .
s L
As shown in chart 2, in all the algor r@'ﬁl &best partner. P2 had the highest
weight using FAHP while it had similar @s W P and RGFAHP were used.
P3, P4 and P5 had varied relative weights for AAF’ FA%GFAHP.
]
Partner E & S: Business (0.41), Technical (0.36) & Management
(0.23)
0.3
0.25 -
Relative - |
elative |
Weights = AHP
01 - ~ mFAHP
0.05 - —
04 RGFAHP
P1 P2 P3 P4 P5
Partners

Chart 2: Partner Evaluation & Selection with emphasis on Business criterion
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Results in Table 6.29 were found when business, technical and management criteria

were assigned relative weights of 0.23, 0.41 and 0.36 respectively.

Table 6.29 Partner Evaluation & Selection: Business (0.23), Technical (0.41) &

Management (0.36)
Algorithm P1 P2 P3 P4 P5
AHP 0.244 0.251 0.226 0.160 0.119
FAHP 0.241 0.248 0.212 0.159 0.138
&EAHP 0.236 0.247 0.208 0.162 0.140
"0
As show

‘?art 3, in all the algorithms, P2 was the best. P1 had the highest weight
using AHP whide/itshad close weights when FAHP and RGFAHP were employed. P3,
P4 and P5 had variaﬁelative weights for AHP, FAHP and RGFAHP.

-

Partner E & S: Business (0.23), Technical (0.41) &

Management (0.36)
0.3
0.25
0.2
Relative
Weights = AHP
0.1 m FAHP
0.05 = RGFAHP
0
P1 P2 P3 P4 P5
Partners
7N

Chart 3: Partner Evaluation and Selection with emphasis on Technical criterion

Results in Table 6.30 were found when business, technical and management criteria
were assigned relative weights of 0.36, 0.23 and 0.41 respectively.
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Table 6.30 Partner Evaluation & Selection: Business (0.36), Technical (0.23) &

Management (0.41)
Algorithm Pl P2 P3 P4 P5
AHP 0.267 0.243 0.228 0.143 0.119
FAHP 0.270 0.235 0.212 0.145 0.138
RGFAHP 0.263 0.234 0.207 0.147 0.140

As shown in chart 4, in all the algorithms, P1 was the best. P2 had the highest weight
usl while had similar weights when FAHP and RGFAHP were used. P3, P4
and P5 ried relative weights for AHP, FAHP and RGFAHP.

~.

Partner E & S: Business (0.36), Technical (0.23) & Management

(0.41)
0.3
0.25
0.2
Relative
Weights = AHP
0.05 » RGFAHP
0
P1 P2 P3 P4 P5
Partners
k

Chart 4: Partner Evaluation and Selection with emphasis on Manag@ﬂ criterion

From these outcomes, it is indicated that when different relative weights were
assigned to evaluation and selection criteria, different evaluations were found. It can
be stated that if different categories of evaluators (business, technical or management
knowledge based) are used, they will give different evaluations depending on their
specializations. Depending on the skill set of evaluators, AHP, FAHP and RGFAHP
would give different outcomes. The ideal situation would be if different skills set are
combined during evaluations. It can be stated that varying evaluators while
maintaining the evaluation parameters and partners, give different results.
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6.5 Partner Performance Evaluation

In order to evaluate performance of partners, the following steps are applicable to
achieve the best possible performance, while satisfying the objectives of the enterprise
(Petersen & Matskin, 2003; Tolle, 2004).

1) Identification of the performance evaluation criteria,
2) Selection of the performance evaluation method,

3) Performance prediction and

@\ Performance monitoring.

First, the cri€iia for evaluating partners’ performance are determined. They represent
the desired lev performance of the VE. The second step requires the selection of
the performance evaluation method to be used for evaluating performance of partner
companies. Third, the s’ performance is predicted and the final step is partners’

performance mo & udy deals with the first three steps. Partners’
@con

[@S process.

Performance evaluation crit ’%m eValudators were categorized. Specific categories
odi |

performance monito

identified were: Contract m lity requirement (RQ), site location
accessibility (SL), personnel exper E)/,ﬁ in material market rate (MR),
material price change (PC), equmpre d§€ B), rework/repeat job (RJ),
change in transport cost (TC) and change jol‘perso / arge rate (PR). These
categories were further classified into two general categories/time and cost. Time as a
general category comprised CM, RQ, SL and PE. These factorg=sould affect the
expected project completion time while clusters like MR, PC, Pg(\TC and PR

could affect the project cost.

Second, partners’ performance evaluation techniques were identified. AHP, FAHP
and RGFAHP methods were used because performance evaluation problem can be
hierarchically structured. Figure 6.3 shows the hierarchy used for this process. Time
and cost were identified as evaluation criteria. This hierarchical representation allows

determination of the influence of lower levels elements of the hierarchy on the higher
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level elements. For example, how a change in material cost affect the overall project

cost and how contract modification influence the time the project takes to complete.

Partner Performance Evaluation Level 1-Focus

Time .
Cost Level 2-Criteria

CM Q Sljd P R P E ) S Level 3-Sub
Criteria
/ ‘
ISR |
P1 P2 Pn Level 4-Partners

Figure 6.3 Hierarchy of the Partner Performance Evaluation

Third, to predict the partners’ per}b/@nce,ve(aéaors' results using AHP, FAHP and
RGFAHP are established. Aggregate%a rating of time and cost by
evaluators were 9 and 7 respectively. | ﬁer,ﬁs evaluators were invited,
possibly another set of different values would be fouﬁ)me following section
describes the use of AHP in the evaluation. In Table 6.k,he values of the

comparison matrix of time criterion against itself is 9/9 Whic}@é\while time
criterion weighed against cost criterion is 9/7 = 1.29. In the same manner the weight

of cost criterion against time criterion is 7/9 =0.78.
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Table 6.31 PCM for Performance Evaluation Criteria

Performance Time Cost Local Weight
criteria
Time 1 1.29 0.56
Cost 0.78 1 0.44
Sum 1.78 2.29 1.00

respectiv

Table®:
E.@Q%;actor has the highest weight attributable to the fact that, change in

project comp

is normalized and local weights of time and cost criteria are 0.56 and 0.44

completion time ¢

responses for the time

RQ, SL, PE and
and local weights f

Table 6.32 Normalized

ime affects the cost of the project. It can be stated that varying
uently affects the total cost of the project. The aggregated

rion sub-criteria from evaluators were 9, 7, 3, 7, 5 for CM,

a are as in Table 6.32.

Normalized Reciprocal PCM and priority vector

5

Criteria and Local Weights

Spportipo
cal P(@or Time Sub
RO LK 1

Sub CM g % MR Priority | Local
criteria Vector | Weight
CM 0.29 0.29 o.3g‘> S Ié?(\/ﬂ;:.)&zg 0.296 | 0.296
RQ 0.23 0.23 030 | .23 ‘W)\‘ 0.272 | 0272
SL 0.10 0.14 0.13 0.10 0.07 /T 0.108 0.108
PE 0.23 0.18 0.04 0.17 0.11 % 0.146
MR 0.16 0.16 0.13 0.28 0.16 0.178 | 0.178

Amax = 0.296 x 3.45 + 0.272 x 4.38 + 0.108 x 7.66 + 0.146 x 5.96 + 0.178 x 6.27 =

5.026

Cl

_ (5.026-5) _

CI
RI

0.006
1.12
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0.006 and CR = — = ——— =0.005 < 0.1 (i.e. consistent).




Similarly, the aggregated responses for the cost criterion sub-criteria were 9, 3,7, 7, 5
for PC, EB, RJ, TC and PR respectively. These values are subjective and could
change when a different set of evaluators were used. Their normalized PCM and local

weights are shown in Table 6.33.

Table 6.33 Normalized Reciprocal PCM for Cost Sub Criteria and Local Weights

Sub PC EB RJ TC PR Priority | Local
criteria Vector | Weight
/PC\: 0.30 0.49 0.19 0.22 0.29 0.298 0.299

‘E@ 0.10 0.16 0.35 0.23 0.37 0.242 0.242
'/\

RJ \J/ _0.13 0.10 0.15 0.10 0.07 0.110 0.110

<

2
TC '0’.},0' 0.13 0.05 0.17 0.11 0.152 0.152

PR 017 | / 12 0.25 0.28 0.16 0.196 0.196

532618 C)s/ /$7
= 8229 - 0,082 and Cd/ = g 50.071<0.1.

Cl
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Table 6.34 Performance Evaluation Criteria using AHP

Criteria | Local | Sub-criteria Local | Global
weight weight | weight
Contract Modification (CM) 0.296 | 0.166
Level of Required Quality (RQ) 0.272 | 0.152
Site Location Accessibility (SL) 0.108 | 0.060
Time 0.56
Personnel Experience (PE) 0.146 | 0.082
O Material Market Rate Change (MR) | 0.178 | 0.100
NI
Q\‘O Market Price Change (PC) 0.299 | 0.132
A? Equipment Breakdown (EB) 0.242 | 0.106
@ Rework / Repeat Job (RJ) 0.110 | 0.048
Cost 04_/
ansport Cost Change (TC) 0.152 | 0.067
)20 P'y }@I Charge Rate Change (PR) | 0.196 | 0.086

.
This study suggests that ﬂ@p ?.//r uct of “priority weights of partners in the
partner evaluation and selecti }?obal weights of partners’ performance
obal

evaluation sub criteria (for exam a( t for sub criterion “repeat job”)” and

computing their geometric mean can g od ion of (approximately predict
expected) partners' performance. This pré elgﬁ ict expected approximate
partners' performance. The process is repeated for FA }RGFAHP techniques
evaluation values. The study also suggests that expected partne;J—performance can be
computed based on each performance sub criterion. This is becaus rent partners
can perform differently on each performance sub criterion, resul(ﬁi\in different
overall performance (i.e. when performances of partners on all performance sub

criteria are combined).

This research further proposes the use of sub criteria that only directly affect partners.
Those that are within partners’ control (i.e. contract modification, required quality,
personnel experience and repeat job with global weights of 0.166, 0.152, 0.082 and

0.048 respectively). Sub criteria like site location accessibility, market rate change,
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material price change, equipment breakdown and change in transport cost are beyond

partners’ control but affect the overall project performance.

For the partners’ performance criteria proposed, they are relevant in the following
ways: For contract modification, it is expected that a partner that does least
modification performs better (lesser time and cost) than the one with most
modifications. Likewise, best performing partner on required quality sub criteria, is
the one which produces the highest quality product. In addition, partner with the
highest personnel experience is expected to perform better (will take lesser time and
co an others with lesser experience even as partners that do least repeat jobs
woul rigrm better (take lesser time and cost) than those that do most repeat jobs.

CM sub jon has the highest weight and therefore the most important sub

criterion. @

The following sect(oi}pscribes the expected outcomes of partners’ performance on

CM sub criterion, epe@ on the simulations' results of partners’ evaluation and

selection when t ria I}b&were fixed to 0.41, 0.36 and 0.23 for business,

technical and manag§<nt riteridsyctively. Further outcomes are when the values

were interchanged. Differén @arlos f partners’ evaluation and selection and the
C

expected partners’ performan howa. partners’ performance evaluation for
CM sub criterion is computed using@P as in Table 6.35.
Table 6.35 AHP Partners PerformaQ 0 (’3 0.41), T(0.36), M(0.23)
Partner Priority Cmb-cri%ef)i\ Geometric
Weight global weight N Mean
Partner 1 0.262 209
Partner 2 0.227 v&S’fM
Partner 3 0.230 0.166 0.195
Partner 4 0.155 0.160
Partner 5 0.123 0.143

where B is business, T is technical and M is management criteria respectively.

The value in the last column of row 1 is attained as (0.262 x 0.166)? = 0.209. Other

values in the last column are achieved in the same way. This process is repeated to all
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the performance evaluation sub-criteria and geometric mean weights are computed for

all partners. The results are shown in chart 5.

Partner Performance Prediction
0.25

0.2

uCM

=RQ

= PE
RJ

. 1
Relative 015
Weights |

< 0.05 -

P1 p2 P3 P4 P5
Partners

‘1
{@5 Partner Performance Prediction

As shown in char ne d P5 would perform better than P1, P2 and P4 on
CM sub-criterion. T % e least modification with P5 making the least
or no modification. Partner P3 an would perform better than P2 and P4 on
required quality. Their work @ highest quality. P5 and P3 would
outweigh others in repeat job. The( would h e least repetitions of work. All

partners would perform comparative I onnel experience. Different

partners would perform differently per sub- tj.wn /ould be no one dominant
partner in all the cases. )‘l

Partners’ performance for different scenarios using AHP, FA nd RGFAHP
techniques when relative weights for partners’ evaluation and selecti&iteria were
fixed and interchanged were simulated. The first scenario was when the relative
weights for business, technical and management criteria were 0.41, 0.36 and 0.23
respectively, the relative weights of partners for the performance evaluation sub
criterion, CM is as shown in Table 6.36. Computations partners' performance is
shown in appendix H.
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Table 6.36 CM Partner Performance: Business (0.41), Technical (0.36) &
Management (0.23)

Algorithm P1 P2 P3 P4 P5

AHP 0.209 0.194 0.195 0.160 0.143
FAHP 0.198 0.185 0.178 0.149 0.144
RGFAHP 0.189 0.177 0.171 0.146 0.140

As shown in chart 6, for all the algorithms P1 would perform better than others. AHP
ha highest performance values for CM. P2 and P3 have almost similar
perfor @predictions, followed by P4 and P5.

=<7

CM Partner Performance: Business (0.41), Technical
(0.36) & Management (0.23)

0.25
0.2 -
0.15 -
Weights = AHP
.  WFAHP
005 1 RGFAHP
o

P1 p2 P3 P4 P5
Partners

4 v ‘

Chart 6: CM partner performance with emphasis ové iness criterion

The order of significance in performance prediction in this strEr'f is AHP, FAHP

and RGFAHP. A

The second scenario was when the relative weights for business, technical and
management criteria were 0.23, 0.41 and 0.36 respectively, the relative weights of

partners for the performance evaluation sub criterion, CM is as shown in Table 6.37.
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Table 6.37 CM Partner Performance: Business (0.23), Technical (0.41) &

Management (0.36)
Algorithm P1 P2 P3 P4 P5
AHP 0.201 0.204 0.194 0.163 0.141
FAHP 0.189 0.192 0.177 0.153 0.143
RGFAHP 0.181 0.185 0.170 0.150 0.139

As shown in chart 7, in all the algorithms P1 would perform better than others. AHP
ha highest performance values for CM. P2 and P3 have almost similar
perfor @predictions, followed by P4 and P5.

CM Partner Performance: Business (0.23), Technical
(0.41) & Management (0.36)

0.25
0.2
0.15
Weights = AHP
01 = FAHP
005 = RGFAHP
0

P1 p2 P3 P4 P5
Partners

Chart 7: CM partner performance with empha5|s orf{)}h ical criterion

The order of significance in performance prediction in this s na is AHP, FAHP
and RGFAHP.

The third scenario was when the relative weights for business, technical and
management criteria were 0.36, 0.23 and 0.41 respectively, the relative weights of
partners for the performance evaluation sub criterion, CM is as shown in Table 6.38.
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Table 6.38 CM Partner Performance: Business (0.36), Technical (0.23) &

Management (0.41)
Algorithm P1 P2 P3 P4 PS
AHP 0.211 0.201 0.195 0.154 0.141
FAHP 0.200 0.186 0.177 0.146 0.143
RGFAHP 0.191 0.180 0.170 0.143 0.139

As shown in chart 8, in all the algorithms P1 would perform better than others. AHP

ighest performance values for CM. P2 and P3 have almost similar
@ predictions, followed by P4 and P5.

~.

CM Partner Performance: Business (0.36), Technical
(0.23) & Management (0.41)

0.25
0.2 -
0.15 -
Weights m AHP
0.1 - o
= FAHP
0.05 1 B RGFAHP
0 .

P1 p2 P3 P4 P5
Partners

r 4
Chart 8: CM partner performance with emphasis on Maanement criterion

The order of significance in performance prediction in this scena%HP, FAHP
and RGFAHP.

6.6 Chapter Summary

Analysis of focus group interview responses is performed. The results of the analysis
inform the evaluation tool design. Evaluators use the evaluation tool to indicate their
preference / importance of alternatives i.e. criteria, sub criteria and partners. To
determine the accuracy of these techniques, data is obtained from six case study

groups. MCDM techniques are used to simulate different knowledge based scenarios
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by evaluators from the six case studies. Partner performance evaluation criteria are

used to predict partners' performance.

The three algorithms are effective but FAHP (with extent analysis) and RGFAHP
outweigh conventional AHP in terms of generality. RGFAHP outweigh FAHP (with
extent analysis) because it has fewer steps. In addition RGFAHP has characteristics of
both AHP and FAHP (with extent analysis). When different relative weights are
assigned to evaluation and selection criteria, different evaluations are found. Using
different categories of evaluators (business, technical or management knowledge
b ive different evaluations. Depending on the skill set of evaluators, AHP,
FAH GFAHP give different outcomes.

Priority Wergys f partners are used with global weights performance sub criteria to
predict partners'@f mance. Factors that are within the control of partners are used
to evaluate them. Pejo nce prediction (evaluation) is done for each partner in each

sub-criterion. It is eyide different partners would perform differently in each

sub-criterion. @ )\
In the next chapter, rese%%us w{s @d conclusions are presented.
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CHAPTER SEVEN
7.0 DISCUSSIONS AND CONCLUSION

7.1 Introduction

This chapter presents the research findings, their interpretation, discussions and
conclusion. A framework for partner evaluation and selection and partners’
performance evaluation is also proposed. In this study, gaps in the knowledge
regarding the evaluation and selection of partners in the construction industry

accogding to selection criteria and sub-criteria were identified as lack of research

ith the uncertainty of evaluators' judgements during the evaluation and
ess An algorithm was developed that can be used to assist VE initiators
to evaluate a ect partners that would be best for a specific construction project.
The flowcharts @%&Igonthms of AHP (Figure 5.1), Fuzzy AHP (Figure 5.4) and

Reduced Group Fuzz
techniques that ca?g in

for evaluating and s@&ng part

(Figure 5.6) give precise prescriptions of the steps of the

ted in the design and development of new techniques

and evaluating partners' performance.

To ensure plau5|b|I|ty, ili , cy and transferability of knowledge of this
study, the comments, crltlc gg and advice received from seminars,
conferences and journal peer re orated in the development of the
algorithms which in turn improved th Its the thesis have been presented

in conferences, workshops and published |@[ revie &;{)urnals
7.1.1 Problem Restatement

A crucial competitive factor of a VE, is its ability to form an end.user focused team
which can be jeopardized if the right team is not formed. The ccQ(c\ion sector’s
potential contribution to the economic growth can be enhanced by effectively
addressing the challenges facing the sector. The challenges facing the sector can be
attributed to poor choice of partners for the tasks due to insufficient information
available about partners and lack of facilitation techniques. This lack of information
can be attributed to the use of company profiles as sources of information.
Information from company profiles is often insufficient and decisions made out
insufficient information are subjective. Furthermore, the choices made by project

initiators do not take into account that human judgements during partner evaluation
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and selection are imprecise. Partners' evaluation and selection process reliability can
be enhanced if decision making techniques capable of dealing with subjective
information are employed. This study proposed a framework that can be used by
project initiators to effectively evaluate and select right partners for tasks and evaluate

/ predict the partners' performance.

The lifecycle of a VE include: Formation, management, and dissolution. The
formation phase establishes the goal and the objectives of the VE, according to the
product demand. It also identifies the functional requirements that organization needs
to @I. After the functional requirements are known, the core capabilities needed by
VE a mined. Once the VE formation is finished, the VE enters its management
phase. T agement phase focuses on how to achieve the goals and objectives of
the VE. In t nagement phase, members collaborate and integrate their core
competencies to sati he functional requirements, identified in the formation phase.
The performance of p JI%IS also evaluated in this phase. Finally, once the product
demand is met, tly>v
where their core capabiljti used. The dissolution phase deals with ending the
n%&aﬂy the evaluation of the results of the

1

ivi intg_four steps. These steps are: (1)

, and its members find other value-adding chains,

relationship among par

collaborative work.

The formation phase of a VE cané
Identification of the problem, (2) Iden

n of\t re competencies required to

develop a solution to the problem, (3) T

companies capable of delivering the required core capabll 9?}(4) Integrating the
core capabilities of the partners. Among these steps, the partnér selection step is the

e atl selection of the partner

most crucial one and was the main focus of this study.

The partner evaluation and selection process can be considered as a Multi-Criteria
Decision-Making Modelling (MCDMM) process, characterized by a substantial
degree of uncertainty and subjectivity due to limited information about potential
partners. Several MCDMMs have been proposed, including AHP, FAHP and
RGFAHP. Others MCDMs are: ELECTRE, TOPSIS, DEA, NN, WLM, LP and MP.
This study has employed AHP, FAHP and RGFAHP and their findings are presented

in the following sections.
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7.1.2 Findings of the Implementation of AHP

A key issue of the process was to determine the suitability of the AHP algorithm in
the evaluation and selection of potential partners. In the evaluation and selection,
qualitative methods (focus group interviews) were complimented by quantitative
methods (questionnaires). It has been shown that AHP is suitable for evaluating and
selecting partners because of its accuracy and flexibility in making a logical,
consistent and informed decision. AHP deals with crisp values of evaluation and
selection judgements. However, human judgements are imprecise, uncertain and

fuzzyMikhailov & Tsvetinov, 2004). Furthermore, when the number of evaluation

and |on criteria considered increases, the number of pairwise comparisons
increase etrically. This can lead to inconsistencies or even that the AHP
algorithm fai pletely. FAHP can address this problem and is proposed as an

alternative method %merecise problems or problems with more criteria.

Using AHP in the VE p@? evaluation and selection is suitable because it simplifies

a complex proble &reﬂ up into smaller steps that help in visualizing the
problem. In Figure elg }s of the AHP are discussed. The steps are:
h

defining the goals and 0 problem; decomposing the problem into a

hierarchical structure; computi ir parisons; employing the Eigenvalue
heckm(ﬁuslstency and finally combining the

relative weights to obtain the overal @ @altemaﬂves Business skills,
onside

method to estimate relative weights;
technical skills and management skills we he most important factors
for evaluating and selecting partners. The subjectlve eva( )}ron and selection was
consistent for the sub-criteria identified for business, techm!m‘ and management
criteria. The evaluation and selection was shown to be consistent e computed
consistency indices, for all pairwise comparisons, were less than 10%/§conflrmmg
that all evaluators who participated were consistent in their judgement. Involving all
stakeholders in the evaluation and selection of partners had the added advantage of
greater acceptance of the technique. FAHP and RGFAHP were then implemented to

see whether they could address the weakness of AHP.

7.1.3 Findings of the Implementation of FAHP and RGFAHP

Using FAHP (with extent analysis) and RGFAHP, it has been shown how preference

and consensus can be attained if a group decision-making process is used in the
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partner evaluation and selection problem. They differ from the traditional AHP
method, which uses preferences and consensus generated from crisp values to
evaluate and select partners. The level of accuracy of the prioritization outcome when
FAHP (with extent analysis) was used was averagely 99.34% while RGFAHP was
98.63%. It can be stated that FAHP (with extent analysis) and RGFAHP can be
incorporated in the design and development of new techniques for the VE partner

evaluation and selection.

FAHP (with extent analysis) and RGFAHP have those advantages of conventional
A@anga & Venter, 2009), which are: They are flexible, they integrate deductive

they acknowledge interdependence of alternatives (selection criteria and

ey have hierarchical structure, measure intangibles, track logical

consistency, n overall estimation, consider relative weights and improves

judgements.

7.2 Research Questj %ted

This research focus VEs in the construction sector with a focus in
Kenya. The broad obje [\ ftr{s%«jy was to propose a framework that would be

used by project initiators to ver valuate and select the right partners for tasks
using subjective information as e partners’ company profiles. The
framework would encompass part res s agents, which once selected,
would form a team that would collaboratesto or§Q sks. In order to achieve the

objective, other tasks included determlnatlJﬂ'of the system components,
determination and design of the techniques for evaluation d election of partners.
Another task was the design of MAS environment where partne ould interact.
Finally, simulation of the framework would be carried out f(%ers in the

construction sector. The following is a re-statement of research questions.

Several research questions as highlighted in the following section were posed.
RQn1: What are the systemic components for modelling VEs?

RQn2: How is the formation and evaluation VESs achieved?

RQn3: How can multi agent systems support the modelling of VEs?

RQn4: How can a VE model be implemented for the construction industry?

120



Systemic components of modelling VEs: The systemic components were identified by
evaluators and corroborated with literature review. These have been used as the
evaluation and selection criteria and sub-criteria for partners. They also include the
VE phases (which are formation, management and dissolution). It was shown how
subjective partner evaluation measurement can be translated from linguistic
descriptions to discrete values, which in turn were extended into continuous values.
This was done using fuzzy logic. Fuzzy values were used in the technique to reflect

the uncertain judgement of evaluators.

Fo@ion and Evaluation of VEs: Various MCDMMs were reviewed and AHP
appr s adopted. AHP was extended by introducing fuzziness. FAHP (with
extent anatysis) was used to evaluate partners. The evaluators’ uncertainty judgements
were taken ca e@with this method. RGFAHP was proposed and implemented. This
combined the adv } of both AHP and FAHP and had fewer steps than FAHP.
Partners were selected
are discussed in se 7.1‘.%n 7.1.3.

eir performance evaluated. Findings of these algorithms

MAS support in mo

lin VE@S techniques were reviewed. Partners were
represented as agents and uated @g company profiles. VEs as MAS were
ned / he coordination of activities and
information flow was described. a tool was used to develop the

discussed. Project tasks we

prototype (appendix 1) as a proof of co ~inte gﬁcommunications enabled the
VE initiator to interact with potential part edagents. @I ations were carried out
using evaluator agents and the best partners per task were sel€c Ed. By delegating the

evaluation and selection process to agents, the users could use ‘the time to do the real
work. This reduced time and cost of evaluating and selecting part ,@d evaluating

their performance.

Implementation of VE model in the construction industry: Data used was collected
from Kenyan contractors and professionals from the construction sector. The problem
structuring considered partner selection criteria and sub-criteria. The selection criteria
were divided into three as per the information from the focus group interview. They
were business, technical and management criteria. The business criterion had the
following sub-criteria: Financial strength, strategic position and business strength.

Technical criterion had the following sub-criteria: technical capability, development
121



speed, cost of development and use of information technology while management
criterion had the following sub-criteria: Management ability, collaboration record and
cultural compatibility. This information was used to create a hierarchical structure of
the problem. Preference values for partners and level of importance of criteria and sub
criteria were given by evaluators. MCDM algorithms were used to select and evaluate
the alternatives. A partners' evaluation and selection framework which is discussed in
the following section was proposed as a solution to modelling VEs in the construction
sector.

7.@tners‘ Evaluation and Selection Framework Formulation

The s procedures for the formulation of the partners' evaluation and selection
framework‘(ﬁer ed to as framework henceforth), which incorporate FAHP (with
extent analysis$¢ﬁ RGFAHP algorithms that can handle uncertainty of evaluators'

judgements, are pré-

nted. The application of the framework in the collected data
dings. In the first cycle, using conventional AHP, it was

resulted into the fol}xv
found that, Partner’1 the %%preferable. In the second cycle, when FAHP (with

extent analysis) was @ , pa@v 2 outweighed others in technical skills. The
novel property of the FA ith eé@alysis) and RGFAHP is that they can give
no

A%}agree of uncertainty (i.e. pessimistic,

In chapter 2, the gaps in the existing workg waere i d. In order to fill the gaps in
current knowledge, potential partners were ev!m'ated &n? ected in terms of their
suitability to do structural engineering works in a building{}r?ﬂmtion project. The
evaluation used the subjective partner selection criteria from b%itaﬁve and

quantitative methods to collect the data. During VE partner evaluatio

computational results with ex

moderate or optimistic).

selection, a
framework was designed to enhance decision making in situation where there is
insufficient information, ambiguity, fuzziness and vagueness. In order to work
towards development of the final framework, all the processes involved in the
research study were combined. The final design of the framework consists of many
steps (Figure 7.1). The framework can be expanded to include the steps for AHP,
FAHP (with extent analysis) and RGFAHP.
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Identify the partner evaluation and selection problem

v

Structure the partner evaluation and selection problem hierarchically using views
from evaluators

v

Determine the values of all elements in the hierarchy

'

Choose the algorithm for multi-criteria decision making to make comparisons

AN A 4
Certain judgement Uncertain judgement
<, |
v v
AHP FAHP (with extent analysis) RGFAHP

\ 4 P v A\ 4

. '

Estimate the relative weight for each pairwise comparison matrix

r~e A ¢

Crisp O Fuzzy
v 0., v
Eigenvalue, Eigenvectors, SAW, Extent analysis, geometric mean
ELECTRE, TOPSIS )

L4
v L Ko v
v 7~ /N
Derive the overall priority weight of different partners

, N

Make the Evaluation & Selection Decision and Determine Performance

Figure 7.1 Partners' evaluation and selection framework

The steps for these algorithms are shown in Figure 7.1. The framework can be
enlarged to include the steps of other algorithms such as simple additive weighting
(SAW); a technique for order preference by similarity to ideal solution (TOPSIS) and
elimination et choice translation reality (ELECTRE) (Chou et al., 2008).
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7.4 Knowledge Contribution

The research contributes to the development of new techniques for addressing
consensus and judgement for group evaluation and selection of partners and partners'
performance in the construction industry. It provides a link between decision theory
and computer science. Using the developed algorithms / techniques, the best partner
for a specific task in a construction project can be selected, chosen or predicted and

their performance determined.

The research undertaken by researchers and scholars interested in developing
s which mimic the way evaluation judgements are done by humans,

use of real time multi-criteria decision making algorithm and fuzzy

models is t of this research field (Bonissone et al., 2009). The traditional
solutions usin sical set theory have proved not to be conforming to reality, the
way human bemgs{% rtner during evaluation. Instead of having only two choices

of instances (for ex r 1, true or false, yes or no), human beings rate events or
%s (F ple, yes, may be, no). The use of fuzzy logic can
address the uncert

comp?ss of information, randomness of ideas and
imprecision of phenomera ( 09Y researched multi-criteria decision-making

(MCDM) “under uncertainties’ rti e linguistic uncertainties. He proposed
the incorporation of fuzzy logic (AHP | Em This thesis addressed some

solutions identified in the thesis of W% for future study. Wu (2009)
concurs with Saaty and Tran (2007) w /%HP algorithm because the
algorithm capture first the certain and crisp Judgements tl/ )p ured judgements are
then fuzzified to be used in the algorithm. According to thé’

phenomena in ma

it is possible and
more reasonable to obtain these uncertain judgements directly f evaluators.
This research has shown that linguistic judgements can be fuzzified, that is: It
does not need fuzzify crisp numbers obtained directly from evaluators, instead the
evaluators, can provide the pairwise comparison in linguistic terms. These can then be

modelled using fuzzy logic.

This study sought to evaluate and select partners for tasks in the construction projects.
Research has shown the importance of using multiple evaluators in the evaluation and
selection of partners. This is important for the project sustainability in terms of the

evaluators being able to work as a team.
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According to Ramesh et al. (2004), one of the areas of Computer Science research
that receives little research attention is in terms of research approaches on the use of
evaluative methodologies. This thesis addresses this area, which has got insufficient

emphasis.

Three algorithms for the partners’ evaluation and selection were developed and
applied to the data collected in four cycles. Each cycle addressed some gaps in current
knowledge identified as research questions. Those areas that needed further
intervention in the next cycle of each algorithm were determined. For example, the
in@y of AHP (in the first cycle) to handle uncertain evaluator judgement during
partnet_evaluation and selection were addressed by the development of the FAHP
(with ext lysis) and RGFAHP (in the second and third cycle respectively). In
the fourth cy %ﬁimulation model was developed using the three algorithms and
used with collectew%la and arbitrary data to simulate different scenarios. Thus, the

cyclic intervention in ssing the partners’ evaluation and selection problem

confirms the com%s ﬁ?ﬁesis.

There is a great need for deve ent of techniques for solving evaluation and
D|IIon006 Chang et al., 2008). The computer
@rese }s have come up with new approaches

selection problems (Chang

societies of academics, schola

to address this problem. These appr are published in the IEEE
computational intelligence journal an co |onal intelligence magazine
(Bonissone et al., 2009). In a recent publlcat @ omputational magazine

the MCDM and fuzzy modelling have been identified by rgSearchers as methods to
solve hard science problems (if it can well be incorporated mtcéacision support

A

system). This study has answered part of this problem.
7.5 Assumptions of the Study

This study assumed that the sample used for data collection represented the
professionals and contractors in the sector. Another assumption was that the
questionnaires, interviews used as data collection instruments, collected valid and
reliable data. This was ascertained after designing the instruments and discussing
them with quantity and quality data analysis experts and with supervisors.

Respondents were assumed to answer questions correctly and honestly. Cases chosen
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were fair representation of other cases in the sector. Finally, Nairobi County
represented other counties in the country. This was ascertained when most

professionals and contractors had their offices in Nairobi.

7.6 Limitation of the Study

Finding participants for focus group interviews and questionnaires was difficult
because of their busy schedules, data collection methods were susceptible to bias and
some of the developed algorithms accepted only exact values.

MogeNthan one method for data collection (triangulation) was used to address
the ;@em of the limited number of participants. Code mapping data analysis
techniqu@a ed categorization of qualitative data from focus group interviews.
Cyclic data yﬁing helped to get more insight about the research problem.
Biasness from the i ments used in data collection was mitigated by using more
than one data collect Q/ ethod (triangulation). By means of consistency checking it
was possible to e?luate e evaluator judgement given during evaluation and
selection of partne@ s noy contradictory. The limitation of the some of the
algorithms (i.e. AHP)& ccept yﬂy crisp value was controlled through the

integration of fuzzy logic an

(i.e ).
Another limitation concerned th <fata cof%gn methods that were inherently

susceptible to bias. The strategies to co@éi\is Ii@ #Qn were:
(i) More than one method was used during ch(fcolle&%iiangulation helped to

extend the limited scope of the study.

(i) The wuse of focus group interviews helped the resea%o uncover

information, which would not have been possible with other data collection methods.

(ili) The AHP algorithm has the capability of checking the consistency of an
evaluator's judgement. This was used as a technique to control which sets of data to
use. If there was inconsistency of the evaluation judgement then either the evaluation

process or calculation of consistency checking was to be repeated.

(iv) The first three cycles of the data analysis and modelling, using AHP, FAHP
(with extent analysis) and RGFAHP, helped to get more clues about the partner
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evaluation and selection problem (PESP) which could not be revealed if only single

algorithm was implemented.

(v) The applicability and validity of the questionnaire for the collection of quantitative
data was evaluated and discussed with experienced quantitative analysis experts and
issues of concern were rectified before the methods were in the study.

(vi) Fuzzy logic addressed the problem of uncertainty or imprecise evaluators’

judgements hence the use of only crisp values was not the case.

7.@ections for Future Research

An a for future study is to consider how the results of this study could
be used partner evaluation and selection problems in general. That research
should be carrdlut to determine the applicability of this model to other industries

and other research ds/

More simulations?wld sing the model for varying scenarios to determine its

weaknesses and rec@;\nd tighs Jfor its improvement. In this regard, views of all

professionals in the co ion in ry should be considered to develop the model.

This will increase acceptabi fthe ¢the industry.
t ana

The limitations of FAHP (with d RGFAHP should probably be
addressed in future research. Example e: (i) checking if FAHP (with
extent analysis) and RGFAHP preserve th n |ste e evaluator‘s judgement;
and (i) whether FAHP (with extent analysis) and RGQ nore the dependence

between the elements at the same level of the hierarchy, as is thg’case with AHP.

A study should be done to determine how the incorporation of the ,@@sal Network
Process (ANP) in this algorithm can address weaknesses of FAHP (with extent
analysis) and RGFAHP. Further study is required to check if the developed technique
from this study can be generalized.

7.8 Trustworthiness of the results

Apart from the simulations, case study results were verified by stakeholders in the
construction sector (appendix J). As a proof of concept, a VE prototype was

developed and deployed for seven construction companies. Six of the companies were
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part of the case study organizations (one from each case study) while the seventh one
was not part of the case study firms. All the seven companies used the model to form
a VE and predict VE partner's performance. All the seven companies were in
agreement with the results.

Triangulation of the interviews with questionnaires as well as triangulation of the
interviews with one another rendered converging conclusions. The applicability and
validity of the questionnaire for the collection of quantitative data was evaluated and
discussed with experienced quantitative data analysis experts. A pilot study was
co@ted as discussed in chapter three where participants gave feedback on the
applicabi and validity of the evaluation tool in rating partners in addition to

suggestin ges that would make the evaluation tool applicable.

7.9 Conclusion

Chapter one presents t(@deflnmon types and lifecycle. It introduces construction
industry in Ken 6\99 ?ch to the economy and its challenges. A VE

conceptual model S Iutlo e partner evaluation and selection problem is
proposed. Chapter two dls@e rltlcal issues that that this study addresses.
They include (1) partner eva g?on for VEs, (2) partner evaluation and
selection as a MCDM problem, an f VEs using MAS approach.

Chapter three presents the research mQ syem in this study showing their
merits and demerits. Mixed research methodo is adopted. where literature review
provides theoretical part while industrial case scenarios prov?g he empirical aspect.
Data collection techniques include focus group interviews and q onnaires. Data
analysis is done using code mapping and statistical technlques‘@;@on making
algorithms are AHP, FAHP and RGFAHP. Triangulation enables data validation.

Chapter four introduces agents as sophisticated computer programs that act
autonomously on behalf of their users, across open and distributed environments, to
solve a growing number of complex problems. Multi-agent techniques are used to
address the issues of complex enterprises and solutions through intelligent behaviours,
such as cooperation, competition, and coordination in a set of autonomous agents

under a dynamic distribution-oriented open environment.
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Chapter five discusses MCDM techniques applied in this study. The AHP is a method
for modelling unstructured decision-making problems. FAHP introduces fuzzy logic
in AHP and enables modelling unstructured decision making problems with imprecise
values. RGFAHP is a new algorithm that has both features for AHP and FAHP.

In chapter six, analysis of focus group interview responses is performed. The results
of the analysis inform the evaluation tool design. Evaluators use the evaluation tool to
indicate their preference / importance of alternatives i.e. criteria, sub criteria and
partners. To determine the accuracy of these techniques, data is obtained from six
ca@dy groups. MCDM techniques are used to simulate different knowledge based
scenafio evaluators from the six case studies. Partner performance evaluation

criteria a to predict partners' performance.

In chapter seveﬂfﬁe interpretations of the results is presented. In the first cycle, the
implementation of y done. The weakness of AHP necessitate developing an
algorithm to handleunce pidgements of users. This is the reason that FAHP (with
extent analysis) @Fﬁ; e implemented in the second and third cycles
respectively. All these @ intefveritions are done to answer the research questions.
Systemic components for m ing an@aluation of VEs are identified. VE partner
selection and performance ev L@n IS / MAS prototype is developed and
framework formulated to aid evaluatQrs jn.evaldation of partners according to defined
criteria and sub-criteria. This framewo S ,?Iuation of partners' selection
criteria and sub-criteria that are of interest }akeho @)\ a specific construction
project. In addition, it incorporates algorithms which ¢ te prioritization of
evaluator judgements when the evaluation situation is eithert% uncertain. This
has been shown using FAHP (with extent analysis) and RGFAHPQ€<ombination
of these algorithms is termed as Partner Selection and Performance Evaluation
Technique (PaSPET).

Finally, this thesis shows that the evaluation and selection of partners and
performance evaluation of partners for tasks in the construction industry can be
improved by providing a technique / framework / guideline / roadmap, which can aid /
guide evaluators in the evaluation and selection of partners and partners' performance

evaluations which is time and cost effective.
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APPENDICES

Appendix A: Ethical Consideration

Procedure for ethical clearance: Ethical approval was sought from Dedan Kimathi
University of Technology, Board of Graduate School Research Ethics Committee

before commencement of the research activities in the year 2012.

Procurement of consent and voluntary participation: The participants were invited
to participate in the research by means of a consent form, which explained the
objegtive of the research. It gave the assurance to the participants that all information
pro ill be treated as confidential. The participants signed the consent form
indicatin@t they are willing to participate. In the consent form, each participant

was inform%he has a right to withdraw at any time, thus participation was
ithGut

voluntarily w /f_m/ kind of coercion or deception (Davidson, 2002; Hersh &

Tucker, 2005).

Participant co & ?Lreement In order to ensure privacy and
confidentiality, the ¢ I@eﬁ da re kept in a secure place and destroyed at the end

of research study, each

nal/ as numbered and did not identify any
participant. The results fro
without revealing particulars of th ticipam(&

ud published in conference and journal

Humanitarian Considerations: Rist ne§ e data collection methods in
this study did not risk or interfere with tthrnental@ ysical integrity of the
participants. The participants were informed about the objective)of the research; they
had sufficient and appropriate information in order to make |©med decisions
(Hersh & Tucker, 2005). ,(\

Consent Form

The main objective of this study is to develop a framework for modelling virtual
enterprises (VESs) in the construction industry. The formation phase of VEs entails
selection and evaluation of potential partners when the decision maker’s judgements
are uncertain. The development of such framework will be useful for construction
industries when selecting and evaluating partners' performance according to specific
selection and evaluation criteria and sub-criteria. Construction industries have a
challenge of selecting partners and evaluating their performance with certainty. This

research aims at working toward this end.




I, , understand that my participation in this

research is solely for the collection of data to model virtual enterprises in the
construction industry in general and | agree to participate. |1 understand that all
information that | will provide will be kept confidential, and that my identity will not
be revealed in any publication resulting from the research (unless | choose to give
permission). Moreover, all recorded interviews and its transcripts plus data from
questionnaires will be destroyed after they have been analyzed. | am also free to
withdraw from the research at any time.

Fogfulther information, please do not hesitate to contact:
George mba

Department o sy)uter Science

Dedan Kimathi Uni ty of Technology

P.0. Box 657-10100, I@@nya

Email: george. mu;%:é@@ agke
% B’ﬁrwew Questions

This interview is part of a sudy at Dedan Kimathi University of
Technology. The objective of th {ﬁdy is /b/elop a framework for modelling

virtual enterprises (VES) in the con é ,ﬁ VE is a collaboration of
companies in developing a product for the 5&)

Your participation is entirely voluntary and your responses J‘ l e kept confidential.
Thank you very much for participating in this interview. O

George Musumba E-mail: george.musumba@dkut.ac.ke

QUESTIONS

1. Which business skills or factors do you consider when evaluating potential

partners for a task?

2. Which technical skills or factors do you consider when evaluating potential

partners for a task?
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3. Which management skills or factors do you consider when evaluating

potential partners for a task?

Appendix C: Research Questionnaire

Dear respondent,

This questionnaire is for a research study in the construction industry as part of a PhD
research study at Dedan Kimathi University of Technology, Kenya. The objective of
the study is to develop a framework for modelling virtual enterprises (VES) in the
congstruction industry. VE is a collaboration of companies in developing a product for
theﬁ . Your participation is entirely voluntary and your responses will be kept

confide <@ hank you very much for completing this questionnaire.

Indicate your e@ee with a tick () on the label provided. For the purpose of this
study the term “c ogation” is defined as participation in a construction project

between organizations (@ctors) that operate under a different management.

C@A g Evaluatlon and Selection Criteria

1. Indicate how important edeh of the foIWg criterion is when your company is selecting partners for a task in a

building construction project. U )pmbol “ 2 ” with A being “Extremely important” and E being “Not at

all important”. Choose the symbol t indi ur choice.

/\
Criterion Ex e ?/ y Important Weakly | Notatall
mport@ ’ |{$ﬁ important | important
'l
Business Skills B\)/~>\ C D E
Technical Skills A 7 l C D E
Management Skills A B M D E

\V,

2. Considering Business Skills Criterion; indicate how important each of the following sub-criterion, is when your

company is selecting partners for a task in a building construction project. Use the symbols “A to E” with A being

“Extremely important” and E being “Not at all important”.

Choose the symbol which best indicates your choice.

Sub-Criterion Extremely Very Important Weakly | Notatall
important important important | important
Business Strength (BS) A B C D E
Financial Security (FS) A B C D E
Strategic Position (SP) A B C D E
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3. Considering Technical Skills Criterion; indicate how important each of the following sub-criterion, is when your
company is selecting partners for a task in a building construction project. Use the symbols “A to E” with A being

“Extremely important” and E being “Not at all important”. Choose the symbol which best indicates your choice.

Sub-Criterion Extremely Very Important Weakly | Notatall
important important important | important
Technical Capabilities (TC) A B C D E
Development Speed (DS) A B C D E
Cost of Development (CD) A B C D E
Inf@w Technology (IT) A B C D E

4, Cong@Management Skills Criterion; indicate how important each of the following sub-criterion, is when
your company i %ﬂg partners for a task in a building construction project. Use the symbols “A to E” with A

being “Extremely important” and E being “Not at all important”. Choose the symbol which best indicates your

choice.
1
Sub-Criterion )\ 4 }\ Extremely Very Important Weakly | Notatall
'~ iTportant important important | important
Collaboration Record (CR) \_k Y/A; B C D E
Cultural Compatibility (CC) /4 ) 6/ B C D E
Management Ability (MA) q K/ B C D E

Section B- PartnerQ(;qn %Iuaﬂon

5. Indicate how important is each of the following crlﬁrlon in me‘aM artner performance in the project. Use
the symbols “A to E” with A being “Extremely important” and E bein all important”. Choose the symbol

which best indicates your choice.

V/(\

Criterion Extremely Very Important Weakly Not at all
important important important important

Time A B C D E

Cost A B C D E

6. Indicate how important each of the following sub-criterion in affecting expected project delivery time is. Use the
symbols “A to E” with A being “Extremely important” and E being “Not at all important”. Choose the symbol

which best indicates your choice.

Sub criterion Extremely Very Important Weakly Not at all
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important important important important
Contract modification (few or many) A B C D E
(CM)
Level of quality requirement (High, A B C D E
Medium, Low) (RQ)
Site location (Easy to access or not A B C D E
easy to access all the time) (SL)
Experience of personnel (PE) A Cc D E
Material market rate (Increase or A Cc D
decrease) (MR)

icate how important each of the following sub-criterion in affecting expected project cost is. Use the symbols
A being “Extremely important” and E being “Not at all important”.
ﬁ:? >nO|ce

7.1
“A to Choose the symbol which best

indicates

oic.
A,

Sub criterion VvV Extremely Very Important Weakly Not at all

/f’_/ important important important important
Material price escalation (P A B C E
Breakdown of equipm B) d A B C D E
Rework of sections (RJ c » A B C D E

RIQA X
Transport cost variation (TCh_ / A B C D E
y | p3

Change in personnel charge rate/(% B C D E

Secﬂoé@tner

ed at the end of this questionnaire. Indicate
’}itlon sub-criterion to perform a task in a
xtrgmely preferable” and E being “Not at

Use the company profiles of companies P1, P2, PBA n %
olém

how preferable is each company against each other acc g to pa
building construction project. Use the symbols “A to E” with A being °

all preferable”. Choose the symbol which best indicates your choice.

Fay

\
Sub-Criterion Extremely Strongly Preferable ¥\ Weakly Not at all
preferable preferable preferable preferable

PL P2 P3P4P5

PLP2P3P4P5

P1P2P3P4P5

PLP2P3P4P5

PLP2P3P4P5

Technical capabilities (Have A A AAA|BBBBB |CCCCC DDDDD |EEEEFTE
relevant types of skills)
Development speed (Completes A AAAA|BBBBB |[CCCCC |[DDDDD |EEETEFE
tasks within project timelines)

A AAAA|BBBBB |[CCCCC |[DDDDD |EEEEE

Financial security (Amount of

money deposited before project
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commencement)

Collaborative record (Have A AAAA|BBBBB |CCCCC DDDDD |E

successfully been part of large

projects)

Businesss’[rength (Have A A AAA BBBBB ccccc DDDDD E

necessary equipment and
qualified staff)

Cost of development (The A A AAA BBBBB |CCCCC DDDDD |E

projected task cost within the
project budget)

Co@ecultural compatibility AAAAA|BBBBB [CCCCC |[DDDDD |E

(Staff mpanagement style in the
previous p @

Strategic positio ¢ership A A AAA | BBBBB ccccc DDDDD E

with other firms like/fifianciers)
Managementab”ﬁy(Hﬁ- A A AAA|BBBBB |CCCCC DDDDD |E

staff issues amicably) /

UseoflnformationT@elogyC AAA[BBBBB [CCCCC [DDDDD |E
(Use software for desigr@

finance and staff issues Q /$7

management)

Appendix D y Profiles
P1: China ZhongXin @@'uct mpany Ltd
China ZhongXing Construction Company Ltd is an mo(}%(ated limited liability
construction company. The company has an office in Nairobi, Ngong Road; plot
number L.R 209/7718. The company contracts projects in the indu ector, public
and private sector housing development, roads, bridges, water, &lcny, steel
structures and major civil works, gardens, parks and sports stadia. The company has
from time to time contracted projects in joint ventures with other major construction
companies and corporations on specific projects. It is backed by extensive innovative
and advanced construction technology and equipment. It has experienced
management and competent technical staff. Most of the staff have been working in
East Africa and have experience in local construction technology and materials,

statutory and local authority requirements.
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Major projects completed
e Proposed Ezra Sanctuary on plot L.R No. 13401, Karen, Nairobi
e Proposed Data Centre on plot L.R. No. 120891/9 Enterprise Road, Nairobi.

e Proposed office development for African Population and Health Research
Centre on plot L.R No. 2951/462, Kitisuru, Nairobi

e Proposed Eden Beach Hotel on plot L.R. No. MN/1/3595 on Beach road,
Mombasa

o: And other 17 projects spread in Nairobi, Nakuru and Mombasa counties.

@bre than 25 references from business associates and clients are available.

;@ P2: M. R. Shah Construction (K) Ltd

M.R. Shah Constr@ﬁ (K) Ltd is a registered Category A contracting firm for

building and civil engi g works established in 1977. The company has an office
in Nairobi, Muse i Cenge, useum Hill road. To date the firm is proud to have

completed 11 high-ri eﬁge bloeg,in Kenya with 9 buildings in the capital city of
Nairobi, 1 in Mombasa an%\e isi’ town. All building contracts awarded to the
firm have been successfully let clients' and consultants satisfaction.
Building contracts completed so é clude / i@ts for parastatals, ministry of roads
and public works, co-operative SOCIE'[IE%'[I d financial institutions, health
institutions and private clients. The firm\aas ove ars of experience in the
building construction industry with a well establlshed re{)}uon and capability of
undertaking construction contracts of all types and size. M.R. Construction (K)
Ltd employs experienced technical, supervisory and administr@ taff with a
workforce of skilled tradesmen and labourers. When required, the sﬁ:es of other
professionals in the construction trade are also employed. Moreover, the directors are
actively involved in the full time management of the business to ensure building
projects are completed on time and within budget. Its success and integrity can be

attributed to vast experience, strong work ethic, quality of construction work and the

strong relationship with its clients.

Major projects completed

e Extension of textile mill for United Textile Industries Ltd at KSh. 75 millions
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e Commodities storage warehouses for Rupshi Meghji & Bros at KSh 65
millions

e Reinforced Concrete Grain Silos for Jambo Flour Mills at KSh 50 millions
e Farmers Housing for National Irrigation Board at KSh. 85 millions
e And other 50 projects spread in major towns of Kenya.

e More than 15 references from business associates and clients are available

P3: Next Generation Construction Limited (NeGeCoL)

:eﬁ' Is a structural engineering firm with headquarters in Nairobi, Kenya. It
speciah the state of the art structural works. It authors designs and implements
them. It ha technical staff who are directly involved in structural projects either
as technical staff/or supervisors. It implements commercial projects like office
buildings, parking S,ggarages, retail centres, hotels, recreation facilities, schools,
financial institutio |@I‘IES warehouses, factories, medical office buildings, and
housing schemesz%\ Co’? )chs its projects and recovers the cost from the

financiers. It has a e ge flnanC|aI return of over KSh. 4500,000,000.
NeGeCoL boasts of offe on rs structural engineering services to many
multi-storey buildings in major frlca

Projects completed

e Office fit-out for export process@@\e a% Centre upper hill Nairobi at

a cost of KSh. 15 millions

e Bank of Baroda headquarters, Koinange street, Nan@a cost of KSh. 45

millions

e Completion of wet laboratories, University of Nairobi, Chirorﬁﬁ}ampus at a
cost of KSh. 90 millions

e Post Bank House refurbishment works of mezzanine floor and ground floor at
a cost of KSh. 14 millions

e And other 61 projects spread in major towns of Kenya.

e More than 30 references from business associates and clients are available

157



P4: Mecoy Consultants Ltd

Mecoy Consultants is a visionary firm. It employs experienced professionals in the
field of Mechanical Engineering, Electrical Engineering and Information Technology.
It employs and train citizen staff, actively encourages continuing professional
development and provides industrial training to degree course students. The firm has
an office in Nairobi, PCEA-Jitegemee Flats, Block G, Jubavu Road, Hurlingham. It
has a professional indemnity insurance cover with UAP at KSh 4 millions. Much of
the business is carried out using state of art methods and techniques. Since inception
M@ has provided wide range of consultancy services ranging from single buildings
throu puses to urban infrastructure developments in addition to number of
refurbish rojects. It adopts holistic approach to building projects and generally
towards the anironment which among other things recognizes the complex
interrelationships betfeen light, heat and sound in aesthetically pleasing environment.
Mecoy works in multicdigciplinary teams with other specialist consultants to balance
functional and pr eng‘ﬂer' g solutions with costs. The firm has considerable

experience in gener icall méchanical and information technology services for
buildings. Detailed proj lanfAg, gesign and execution has included utility

services intake and distributi tin er and electronic system including fire,

security, voice and data services

ing, e(ﬁation and air conditioning, building

e@ectio@/ces and vertical transportation
(lift) services. G l \S\

Major projects completed

management system, wet services, fi

e World Vision International Kenya, Headquarters at a ©of KSh. 150

millions /<\

e Rehabilitation of Kenya Meat Commission at a cost of KSh. 450 millions

e Cooperative Bank Branch, along Digo Road, Mombasa, Kenya at a cost of
KSh. 50 millions

e Proposed new co-operative bank branch, kajiado branch at a cost of Ksh. 50
millions

e And other 101 projects spread in major towns of Kenya.

e More than 120 references from business associates and clients are available
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P5: Civil Engineering Consultancy Limited (CECL)

Civil Engineering Consultancy Limited (CECL) is a full service structural/civil
engineering consulting firm with headquarters located in Nairobi, Kenya. It offers
comprehensive design services to architects, project owners, developers and
contractors. Its staff have extensive experience with all types of commercial projects
including office buildings, parking garages, retail centres, hotels, recreation facilities,
schools, financial institutions, laboratories, warehouses, factories, medical office
buildings, and housing schemes. CECL also offers unique design services in the areas

vation/rehabilitation, preservation of historical structures, due diligence reports

s of building structures, and other special projects. Professional services
offered FCL include complete preparation of structural/civil construction
drawings, s |on writing, cost estimating and value engineering for both new

construction and th

abilitation of existing facilities. The staffs routinely review
and coordinate the the full design team, including the work of the architect,
mechanical and eI jcal
over KSh. 550, OOO

to major international ai inE frlca

Appendlx%lldud@)@nstructlon Project

A client has the following project. @ &qtor defines the requirements of
each of these tasks and sends invitatio iste tential partners. The project

eers. CECL has an average annual financial return of

asts of providing structural engineering services

cost as shown in Table E.1 is approxmately ya S %}&882591302 .00 and is

O&\

supposed to be implemented in 36 months.
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Table E.1 Proposed development of KCB staff retirement benefits scheme 2006 and

pension fund

Main Research Case Project Information

Project Proposed Development of an Office Block for KCB Staff Retirement Benefits
Scheme 2006 and KCB Staff Pension Fund.
Main Pinnacle Projects Limited
Consultant
project LR Number: 209/12396
Locati
\A
\@ntract Sum KSh 1882591302.00
=<7
Cor*y%duration 156 Weeks
Project | Site handt?er 15t November, 2010
Highlights )7
Ground hrea 6™ December, 2010
fiore 'y /\ t
Comple i@ate 315t December, 2013
N K,
Developer = /s/ 2/ KCB Staff Retirement Benefits
@ O Scheme 2006 and Staff Pension
@ Fund
PN
Project Manager ARinnacle Projects Ltd
O &
Architect b‘ ing Systems Services Ltd
Project Quantity Surveyor 'L Ar‘r?w's(r' and Duncan
Design Team y y ?gL
Civil & Structural Engineer Base Plarﬁs?%ates
M & E Engineer EAMS Ltd — A~
Main Contractor China WU YI Company Ltd
Plumbing Sub contractor Allied Plumbers
Electrical Sub contractor Mehta Electricals
Structured Cabling GIBM Sub Forecast Electronics
contractor
Mechanical Ventilation Sub Universal Engineering
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Construction
Team

contractor

Waste Water Treatment Sub
contractor

Clear Edge

Security Installations Sub contractor

HFI International

Generator (Diesel) Sub contractor

TBD

UPS & Voltage Regulator Sub
contractor

TBD

Facade Sub contractor

China WU Y1 Company Ltd

ifts & Escalators Sub contractor

China WU Y1 Company Ltd

taircase Sub contractor

David Engineering

/]
Toi Ieﬁshﬁ/téc_les

Island Homes

Tenant

1,

Kenya Commercial Bank Ltd (KCB)

Consultaﬁ(s ﬁ )\

China WU YI Ltd

Consultan‘ts

Mehta Electrical Ltd

Consultant | Consultants '62/ Universal Engineering Systems
Team
Consultants Q) V David Engineering
/ ///
Designers ( > \ Rinnacle Projects Ltd
QD
Designers O | Arnf3yrong & Duncan
/\
Designers Plannip{BKstems Services Ltd
Design Team | Designers Base Plan As@ates
Designers EAMs
Designers cow

Residents Engineer

Civil Engineering Construction Ltd

The project is decomposed into six tasks thus T1-Structural works, T2-Plumbing
works, T3-Electrical works, T4-Mechanical works, T5-Land-scaping works and T6-

Interior design works as shown in Table E.2 below
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Table E.2 Tasks and skills requirements for building construction project

Task Task Name Task Descriptions Task Skills
No requirements
T1 Structural Earth works, form work, Civil Eng cert, Civil Eng
works reinforcement, concreting, Test, Civil Eng project
masonry, roofing and
O<< plastering
T2 ‘<melng Pipe works, connection to Plumb cert, Plumb Test,
external works. Plumb project
T3 EIectri(a Conduits, wiring, fittings, Elec. Eng cert, Elec. Eng
works connections to power supply | Test, Elec. Eng project
T4 Mechan iXing sleeves, fittings, Mech. Eng cert, Mech.
works @ )\ Eng Test, Mech. Eng
C 7 project

T5 Land-scaping | B&pth works¢planting, Lscape cert, Lscape Test,
works % nand pipe | Lscape project
work (
/‘\

T6 Interior design | Partitioning} \ ) Interior des cert, Interior
works furnishing, dec p\g des Test, Interior des

Vasl

I~

Appendix F: Multi-Agent Systems Q<\

Introduction: In order to support the formation of VESs in the construction industry, a
MAS software tool is important.

Agent Communication Protocol: An Agent Communication Protocol (ACP)
describes the sequence of communication between two agents and the contents of the
messages exchanged (Foundation for Intelligent Physical Agents [FIPA], 2002;
Labrou & Finin, 1998). ACP for VE formation and selection of partners can be

compared to the basic auction protocols (Bauer et al., 2001) and the Contract Net
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Protocols (Knabe et al., 2002). During the formation phase of a VE, the Potential
Partners and the VE Initiator communicate, for example, the VE Initiator initiates
(announces) the VE in to potential partners. The Potential Partners disclose their
interests and competencies (in the form of bid proposals whose contents correspond to
the requirements expressed in the VE announcement). The VE initiator evaluates the
bids based on some criteria and goes ahead with classifying the Potential Partners
according to their characteristics and interests in relation to the VE characteristics and

goals. A contract is awarded to the appropriate team of partner(s).

ent Development Environment: Java Agent Development Environment
(JAD& software framework for writing agent based applications in compliance
with the (Friedman-Hill, 1998) specifications for inter-operable intelligent
multi-agent s s«%& FIPA is an international non-profit association of companies and
organizations shari /he effort to produce specifications for generic agent

technologies. FIPA t just promote a technology but a set of general

technologies for |on areas that developers can integrate to make
complex systems w gh of interoperability. JADE is an Open Source
project, and the (:omplg'1 af(b downloaded from JADE Home Page (The
JADE Project, 2000). The g6a o simplify development while ensuring
standard compliance through a ¢ hen v( et of system services and agents. To

achieve such a goal, JADE offers foIIov@ ist of features to the agent
programmer:

e FIPA-compliant Agent Platform, WhICh mc/d?\ the AMS (Agent
Management System), the default DF (Directory Fac ita and the ACC
(Agent Communication Channel). All these three agents ;(automatlcally
activated at the agent platform start-up.

e Distributed agent platform. The agent platform can be split on several hosts.
Only one Java application, and therefore only one Java Virtual Machine, is
executed on each host. Agents are implemented as one Java thread and Java
events are used for effective and lightweight communication between agents
on the same host. Parallel tasks can be still executed by one agent, and JADE
schedules these tasks in a cooperative way.

e A number of FIPA-compliant additional DFs (Directory Facilitator) can be
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started at runtime in order to build multi-domain environments, where a
domain is a logical set of agents, whose services are advertised through a
common facilitator.
e Java API to send/receive messages to/from other agents; ACL messages are
represented as ordinary Java objects.
e FIPA97-compliantl 10P protocol to connect different agent platforms.
e Light weight transport of ACL messages inside the same agent platform, as
messages are transferred encoded as Java objects, rather than strings, in order
Oto avoid marshalling and un-marshalling procedures.
. @&rary of FIPA interaction protocols ready to be used.
o ical user interface to manage several agents and agent platforms from the
same
JADE is a matur spfmre development tool. JADE is a middleware that enables fast
and reliable implem n of Multi-Agent distributed systems and which can be
integrated with artﬁ)ial I ence (Al) tools. JADE can arguably be considered the

most popular softw@ pla%available today.

Appendix G: S‘féﬂ tlon/ artner Evaluation and Selection

The following section illustrates %tco simulating partners’ evaluation and
selection when the values for busine anagement criteria were fixed
and interchanged using AHP, FAHP an @Alﬁm nlques Table G.1 shows the
results of AHP when business, technical and ageme a values were fixed to
0.41, 0.36 and 0.23 respectively. Tables G.2 and G.3, shox} results of AHP the

values were interchanged to 0.36, 0.23, 0.41 and 0.23, 041 for business,

technical and management criteria respectively. /<\
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Table G.1 Results of AHP-High importance placed on business knowledge.

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0.527 [0.216 [0.333]0.167 | 0.233 | 0.112 | 0.155
Business 041 rgp 0170 | 0070 |0433|0.167 | 0.111 | 0.101 | 0.188
BT 0.303 [0.124 [0.285]0.143 | 0.333 | 0.154 | 0.085
TC 0.379 [0.136 |0.18810.250 | 0.167 | 0.274 | 0.121
DS 0.214 [0.077 ]0.129 | 0.375 | 0.115 | 0.122 | 0.259
Technijcal 0.36
CD 0.286 | 0.103 |0.250 | 0.150 | 0.368 | 0.211 | 0.021
6\0 IT 0.121 [0.044 [0.133]0.267|0.267 | 0.194 | 0.139
CR 0.496 |0.114 ]0.367|0.333]0.211 | 0.022 | 0.067
Management 443 0.188 | 0.043 | 0.200 | 0.100 | 0.066 | 0.289 | 0.345
4% 0.316 |0.073 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
/\ ay, Priority | 0.262 | 0.227 | 0.230 | 0.155 | 0.123
6} /t\( Weight
')/ Total | 0.997
7,
’/b, (_fError |0.003
412
V

The PWs of Partners 1 to 5 were cg@ 227

with an error of 0.003.

Gy
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Table G.2 Results of AHP-High importance placed on technical knowledge

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0527 |0121 |0.333|0.167 | 0.233 | 0.112 | 0.155
Business 023 sp 0.170 |0.039 |0.433|0.167|0.111 | 0.101 | 0.188
BT 0.303 | 0.070 |0.2850.143 | 0.333 | 0.154 | 0.085
TC 0.379 | 0155 |0.1880.250 | 0.167 | 0.274 | 0.121
DS 0214 |0.088 |0.1290.375]0.115 | 0.122 | 0.259
Techhical 041
CD 0286 | 0117 |0.250|0.150 | 0.368 | 0.211 | 0.021
6\0 IT 0121 | 0050 |0.133|0.267 | 0.267 | 0.194 | 0.139
P |
'Y@ CR 0496 | 0179 |0.367|0.333|0.211 | 0.022 | 0.067
Management -j‘f__cc 0.188 | 0.068 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
4% 0.316 |0.114 |0.100|0.400 | 0.315 | 0.179 | 0.006
s 1 4
7> ﬁ ] Priority | 0.244 | 0.251 | 0.226 | 0.160 | 0.119
6\ Weight
[
/g/ / Total 1.000
)7 /|
7 b’ S Error |0
171/
4

with an error of 0.

<

y 4
The PWs of Partners 1 to 5 were 0.2%1, %@.160 and 0.119 respectively
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Table G.3 Results of AHP-High importance placed on management knowledge

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0527 |0.190 |0.333|0.167 | 0.233 | 0.112 | 0.155
Business 036 [sp 0.170 | 0.061 |0.433|0.167 | 0.111 | 0.101 | 0.188
BT 0.303 |0.109 |0.285 | 0.143 | 0.333 | 0.154 | 0.085
TC 0.379 | 0087 |0.188|0.250 | 0.167 | 0.274 | 0.121
DS 0.214 | 0049 |0.129 |0.3750.115 | 0.122 | 0.259
Te@c a 023 b 0.286 | 0.066 |0.250 | 0.150 | 0.368 | 0.211 | 0.021
6\0 IT 0.121 | 0028 |0.133|0.267 | 0.267 | 0.194 | 0.139
474/ CR 0.496 | 0.203 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management -4}f.-cc 0.188 | 0.077 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
‘% 0.316 |0.130 | 0.100 | 0.400 | 0.315 | 0.179 | 0.006
/2\ '</' )\ \Ij\;ie?rity 0.267 | 0.243 | 0.228 | 0.143 | 0.119
» ght
\-/S/A 7/ ,|Total |1.000
K4 b’ \{ rror |0

The PWs of Partners 1 to 5 were 0.2

with an error of 0.
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Table G.4 shows the results of FAHP when business, technical and management

criteria values were fixed to 0.41, 0.36 and 0.23 respectively. Tables G.5 and G.6,
show the results of FAHP the values were interchanged to 0.36, 0.23, 0.41 and 0.23,

0.41, 0.36 for business, technical and management criteria respectively.

Table G.4 Results of FAHP-High importance placed on business knowledge

Criteria Local | Sub- Local | Global P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0.413 | 0.169 |0.333]0.167 | 0.233 | 0.112 | 0.155
BUSi@ 041 rgp 0.303 | 0124 |0433]0.167 | 0.111 | 0.101 | 0.188
Q) BT 0.282 | 0.116 | 0.285]0.143 | 0.333 | 0.154 | 0.085
7% TC 0.288 | 0.104 [0.188]0.250 | 0.167 | 0.274 | 0.121
/Ds 0.200 | 0.072 [0.129 | 0.375 | 0.115 | 0.122 | 0.259
Technical 0.36 Vi

e% 0.140 | 0.050 | 0.250 | 0.150 | 0.368 | 0.211 | 0.021
)X' 371 | 0.134 |0.133]0.267 | 0.267 | 0.194 | 0.139

Y. N
\CC\ i 0.112 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management | 0.23 cc 10.2 </o.064 0.200 | 0.100 | 0.066 | 0.289 | 0.345

7 / ./A
MB Vt@ 6W 0.100 | 0.400 | 0.315 | 0.179 | 0.006
/ /
\< iorify 264 | 0.231 | 0.214 | 0.151 | 0.140
PR
TFotal | 1.00
Q.b'//\
Error 0 j—

The PWs of Partners 1 to 5 were 0.264, 0.231, 0.214, 0.151 and %espectively

with an error of 0.
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Table G.5 Results of FAHP-High importance placed on technical knowledge

Criteria Local | Sub- Local | Global P1 P2 P3 P4 P5
weight | criteria | weight | weight
FS 0.413 | 0.095 |0.333|0.167 | 0.233 | 0.112 | 0.155
Business 0.23 ['gp 0.303 | 0.070 |0.433|0.167 | 0.111 | 0.101 | 0.188
BT 0.282 | 0.065 |0.285|0.143 | 0.333 | 0.154 | 0.085
TC 0.288 | 0.118 [0.188 | 0.250 | 0.167 | 0.274 | 0.121
DS 0.200 | 0.082 [0.129 | 0.375 | 0.115 | 0.122 | 0.259
Tech@ 0.41
6\ CD 0.140 | 0.057 [0.250 | 0.150 | 0.368 | 0.211 | 0.021
<> IT 0.371 | 0.152 [0.133]0.267 | 0.267 | 0.194 | 0.139
4{ CR 0.488 | 0.176 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management | 0.36 g 0.280 | 0.101 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
0.231 | 0.083 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
i
/X‘ Priority | 0.241 | 0.248 | 0.212 | 0.159 | 0.138
<Q )\ Weight
YaNP. VNl
N~ 7/, Total |0.998
N y
7 \ or | 0.002
N

4

The PWs of Partners 1 to 5 were S@(ZﬁS %).159 and 0.138 respectively
@,/\F

with an error of 0.002.
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Table G.6 Results of FAHP-High importance placed on Management knowledge

Criteria Local | Sub- Local | Global P1 P2 P3 P4 P5
weight | criteria | weight | weight

FS 0413 | 0.149 |0.3330.167 | 0.233 | 0.112 | 0.155

Business 0.36 [gp 0.303 | 0.109 |0.433|0.167 | 0.111 | 0.101 | 0.188

BT 0.282 0.102 | 0.285 | 0.143 | 0.333 | 0.154 | 0.085

TC 0.288 0.066 | 0.188 | 0.250 | 0.167 | 0.274 | 0.121

DS 0.200 0.046 | 0.129 | 0.375 | 0.115 | 0.122 | 0.259

Techpi 0.23
& CD 0.140 0.032 | 0.250 | 0.150 | 0.368 | 0.211 | 0.021

<) IT 0.371 | 0.085 |0.133]0.267 | 0.267 | 0.194 | 0.139
4/ CR 0.488 | 0.200 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management | 0.41 g 0.280 | 0.115 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
0.231 | 0.095 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
i
/X‘ Priority | 0.270 | 0.235 | 0.212 | 0.145 | 0.138
<®\ )\ Weight
- 7/ |, Total |1.000
)4 HY. &
7 NSEfror 0
I/,

\/{‘ P 4
The PWs of Partners 1 to 5 were 0.270, 0.235, @Q 0.145 and 0.138 respectively
nd'@:

with an error of 0. Table G.7 shows the r f% business, technical and
management criteria values were fixed to 0.41,0%6 a }\spectively. Tables G.8
and G.9, show the results of AHP the values were interchanged t0-8.36, 0.23, 0.41 and
0.23, 0.41, 0.36 for business, technical and management criteria revely.
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Table G.7 Results of RGFAHP-High importance placed on business knowledge

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight

Business FS 0.417 0.171 |0.333]0.167 | 0.233 | 0.112 | 0.155
041 I'sp 0.302 0.124 |0.433]0.167 | 0.111 | 0.101 | 0.188

BT 0.253 0.104 |0.285|0.143 | 0.333 | 0.154 | 0.085

TC 0.312 0.112 | 0.188 | 0.250 | 0.167 | 0.274 | 0.121

DS 0.211 0.076 |0.129 | 0.375 | 0.115 | 0.122 | 0.259
Tech 0.36
< CD 0.126 0.045 | 0.250 | 0.150 | 0.368 | 0.211 | 0.021

<'VA IT 0.351 0.126 | 0.133 | 0.267 | 0.267 | 0.194 | 0.139
V4

V//CR 0.449 0.103 | 0.367 | 0.333 | 0.211 | 0.022 | 0.067

Management | 0.23 0.298 | 0.069 |0.200 | 0.100 | 0.066 | 0.289 | 0.345

) B }%54 0.058 | 0.100 | 0.400 | 0.315 | 0.179 | 0.006
.4

N

0.257 | 0.225 | 0.210 | 0.154 | 0.141

(_\ Priority
/sv;']f» »Weight

Vo( i /Il 0.987

..)ErFobZ\ms

The PWs of Partners 1 to 5 were 0.257, & ;Le :} @A and 0.141 respectively

with an error of 0.013. l

U
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Table G.8 Results of RGFAHP-High importance placed on technical knowledge

Criteria Local | Sub- Local | Global | P1 P2 P3 P4 P5
weight | criteria | weight | weight
Business 0.23 |FS 0.417 | 0.096 |0.3330.167 | 0.233|0.112 | 0.155
SP 0.302 | 0.069 |0.433[0.167 | 0.111|0.101 | 0.188
BT 0.253 | 0.058 |0.285 | 0.143 | 0.333 | 0.154 | 0.085
TC 0.312 | 0.128 [0.188 | 0.250 | 0.167 | 0.274 | 0.121
DS 0.211 | 0.086 |0.129|0.375|0.115 | 0.122 | 0.259
Tecr‘%> 04 2o 0.126 | 0.052 |0.250 | 0.150 | 0.368 | 0.211 | 0.021
»y 1 IT 0.351 | 0.144 |0.133]0.267 | 0.267 | 0.194 | 0.139
VI//CR 0.449 | 0.162 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management | 0.36 0.298 | 0.107 | 0.200 | 0.100 | 0.066 | 0.289 | 0.345
) %54 0.091 |0.100 | 0.400 | 0.315 | 0.179 | 0.006
& (_\ /sr/ Priority | 0.236 | 0.247 | 0.208 | 0.162 | 0.140
/sj;]/, CNelth 0.993
O(/ .-)ErFo/Lg)W

The PWs of Partners 1 to 5 were 0.236, & }—e 3@2 and 0.140 respectively

with an error of 0.007.
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Table G.9 Results of RGFAHP-High importance placed on management knowledge

Criteria Local | Sub- Local | Global P1 P2 P3 P4 P5
weight | criteria | weight | weight
Business 0.36 | FS 0.417 | 0.150 |0.333|0.167 | 0.233 | 0.112 | 0.155
SP 0.302 | 0.109 |0.433|0.167 | 0.111|0.101 | 0.188
BT 0.253 | 0.091 |0.285]0.143 | 0.333 | 0.154 | 0.085
TC 0.312 | 0.072 |0.188|0.250 | 0.167 | 0.274 | 0.121
DS 0.211 | 0.049 [0.129 | 0.375 | 0.115 | 0.122 | 0.259
Tech 0.23
<> CD 0.126 | 0.029 |0.250 | 0.150 | 0.368 | 0.211 | 0.021
—y/’ IT 0.351 | 0.081 |0.133]0.267 | 0.267 | 0.194 | 0.139
y 4
4 /CR 0.449 | 0.184 |0.367 | 0.333 | 0.211 | 0.022 | 0.067
Management | 0.41 0.298 | 0.122 |0.200 | 0.100 | 0.066 | 0.289 | 0.345
) %54 0.104 | 0.100 | 0.400 | 0.315 | 0.179 | 0.006
4 )y
‘(_\ /)7 Priority | 0.263 | 0.234 | 0.207 | 0.147 | 0.140
»Weight
’3}1, C
O | |0.991
/ /I
< ..)Errobz\oog

The PWs of Partners 1 to 5 were 0.263, 0. ;Le ;® and 0.140 respectively

with an error of 0.009.
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Appendix H: Simulation of Partner Performance Evaluation

This section illustrates the results of simulations of partners’ performance on contract
modification sub criterion when the values of business, technical and management sub
criteria were fixed and interchanged for AHP, FAHP and RGFAHP techniques.

Table H.1 AHP Partners Performance Computation for CM for
B(0.41), T(0.36), M(0.23)

Partner Relative Evaluation Geometric
Weight Criterion Weight Mean
O Partner 1 0.262 0.209
N
§O Partner 2 0.227 0.194
«??ar ner 3 0.230 0.166 0.195
Vi
Pakﬁerlé 0.155 0.160
Partneﬂ§/4 0.123 0.143
)

Where C
criterion and

@atracim /gi;ation, B is business criterion, T is technical
rior/

M is manageme
artn%fcrmame Computation for CM for
: 36)

Table H.2
B(0:

Partner Relatlw Q\/ ation Geometric

Weight ﬁrit r eight Mean
SR

Partner 1 0.244 0.201

Partner 2 0.251 J’ I 0.204

Partner 3 0.226 0.166 /<\0.194

Partner 4 0.160 0.163

Partner 5 0.119 0.141
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Table H.3 AHP Partners Performance Computation for CM for

B(0.36), T(0.23), M(0.41)

Partner Relative Evaluation Geometric
Weight Criterion Weight Mean
Partner 1 0.267 0.211
Partner 2 0.243 0.201
Partner 3 0.228 0.166 0.195
Partner 4 0.143 0.154
Partner 5 0.119 0.141

Before agplying FAHP, global weights of the performance sub criteria are computed
as shown in’% H.4.
Tablg“H4 Performance Evaluation Criteria using FAHP
Criteria Local J Sk iteria Local Global
weight/\ ay N weight weight
N\Conttact Mw:ation (CM) 0.282 0.148
2/
Lev quifed Quality (RQ) 0.262 0.138
e ccesdiity (S0

Site Loca cces |w SL 0.128 0.067

Time 0.526 @) /
Personnel Exp‘éri@(PEﬁ’@ 0.190 0.100

7\
Material Market Rat@ﬁe 0.121 0.064
VAN
i V4
Market Price Change (PC) /)\LOQSS 0.130
Equipment Breakdown (EB) “0 0.118
N\
Rework / Repeat Job (RJ) 0.140\." 0.063
Cost 0.452

Transport Cost Change (TC) 0.122 0.055
Personnel Charge Rate Change (PR) 0.176 0.080
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Table H.5 FAHP Partners Performance Computation for CM for B(0.41),
T(0.36), M(0.23)

Partner Relative Evaluation Geometric
Weight Criterion Weight Mean
Partner 1 0.264 0.198
Partner 2 0.231 0.185
Partner 3 0.214 0.148 0.178
Partner 4 0.151 0.149
O Partner 5 0.140 0.144

O Table H.6 FAHP Partners Performance Computation for CM for
'y B(0.23), T(0.41), M(0.36)
p

Pdftn Relative Evaluation Geometric
’ i/ Weight Criterion Weight Mean
Partney 1 1/7 0.241 0.189

?\ /‘y .
Part 248 0.192
V. /,1%
Partner 3_ 0Zje2 0.148 0.177
Partner 4 A5 0.153
Y

Partner 5 / 0.143

Table H.7 FAHP Partn r orﬁ? Computation for CM for

B(0.36), T(0. ,14(

Partner Relative Evaluatlerﬁ ] | Geometric
Weight Criterion Weight Mean
Partner 1 0.270 /<\0.200
Partner 2 0.235 0.186
Partner 3 0.212 0.148 0.177
Partner 4 0.145 0.146
Partner 5 0.138 0.143

Before applying RGFAHP, global weights of the performance sub criteria are
computed as shown in Table H.8.
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Table H.8 Performance Evaluation Criteria using RGFAHP

ﬁe‘@}\l Charge Rate Change (PR)

Criteria | Local | Sub-criteria Local | Global
weight weight | weight
Contract Modification (CM) 0.269 | 0.139
Level of Required Quality (RQ) 0.251 | 0.130
Site Location Accessibility (SL) 0.136 | 0.070
Time 0.518
Personnel Experience (PE) 0.154 | 0.080
O Material Market Rate Change (MR) | 0.183 | 0.095
et AN\
<\‘: Market Price Change (PC) 0.245 | 0.114
A? Equipment Breakdown (EB) 0.226 | 0.105
@ Rework / Repeat Job (RJ) 0.187 | 0.087
Cost 0.
/@nsport Cost Change (TC) 0.142 | 0.066
)\ 0176 | 0.082

%r ers Performance Computation for CM for

Table H.
1) ) M(0.23)

Partner "Y'/ Evaluation Geometric

Wei ion Weight Mean

b ‘SN
Partner 1 0.257 G /ﬁ.) 0.189
Partner 2 0.225 / % 0.177
Partner 3 0210 0.139 j, 0171
P

Partner 4 0.154 %0.146
Partner 5 0.141 © 7 0.140
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Table H. 10 RGFAHP Partners Performance Computation for CM for B(0.23),
T(0.41), M(0.36)

Partner Relative Evaluation Geometric
Weight Criterion Weight Mean
Partner 1 0.236 0.181
Partner 2 0.247 0.185
Partner 3 0.208 0.139 0.170
Partner 4 0.162 0.150
O Partner 5 0.140 0.139
O Table H.11 RGFAHP Partners Performance Computation for CM for
/, B(0.36), T(0.23), M(0.41)
Y .4
Partn Relative Evaluation Geometric
’ i/ Weight Criterion Weight Mean
Partner 1 1/7 0.263 0.191
L7
Part F@ 234 0.180
Fa /G
partner 31_ 02/’07 0.139 0.170
Partner 4 0.143
/'\ %
Partner 5 4 0.139
LA

Appendix I: Virtual EnterpQ to{%v Simulation

A prototype was developed using Java Agent Development Environment (JADE) as a
proof of concept. The project is divided into tasks. For each tas e best partner
(with the highest relative weight) is selected for each task usinQ‘QMti attribute
weighting technique. In the prototype, partner evaluator module (Figure 1.1), takes the
aggregated evaluators' values as input, and using a multi criteria decision making

algorithm, gives as an output, a ranked list partners.
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Relative Weight

Aggregated evaluators AHP, FAHP (with
values extent analysis), values
> RGFAHP >

Ranked lists of
partners

Figure 1.1 Partner Evaluator

In the prototype projects tasks are referred to as roles and partners are represented as
agents. Partners are selected for a role. The evaluator module use MCDM technique

on the preference values to compute relative weights for the agents.

Int s communications during VE formation (Figures 1.2 and 1.3) follows these
steps. @he Project task requirements are sent by VE initiator agent to all say m
agentsasac r proposals. Second, the agents compare the task requirements with

% om m agents, i agents can match the requirements while j do
,fg:%oie their bids with their profiles.

their profile det
not. The i agents the

O\ VEnitiation (call for proposals) 2| All Registered
LK\ I A "
é( Bids (proposals) Agents
SX . 77
VE Rejected bids >
Initiator/ e~ e
Ranking of qualified bids per task R
Evaluators/ < o >
Decision n & - Candidate/Select
Maker Negotiations | ed Partners
: T L=  ELN'. g
Negotiations N
Final offer L

/\
Figure 1.2 Inter-agents communication during VE formation

Evaluator agents for each task examine the i agents' profiles viz a viz task
requirements and assign their opinions. They also assign importance values to
selection criteria and sub criteria. Decision maker (DM) agent converts the evaluator
opinions into numerical values and computes the arithmetic means for all alternatives.
The DM agent applies an MCDM algorithm to the arithmetic means of alternatives to
derive their local relative weights. From the local relative weights, the DM computes

the global weights for partner agents and sends the details of the partner agents with
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the highest relative weight in each task (proposed VE agents) to the VE initiator
agent. The VE initiator agent sends invitation messages to the proposed VE agents.
Negotiations between the VE initiator agent and the VE proposed agents takes place if
they is need to adjust some of the requirements by either party. If there is no
consensus in the negotiations, some of the proposed agents decline the offer and the

initiator agent sends invitation messages to the second best agent for the affected task.

Agent communication languages (ACL) are special communication languages
through which agents interact with each other. A message in JADE is implemented as
an@ct of the jade.lang.acl. ACLMessage class that provides get and set methods for

acces fields specified by the ACL format. All performatives (communicative
acts) defi the FIPA specifications are mapped as constants in the ACLMessage
class. Sendin essage to another agent involves filling out the fields of an

ACLMessage objedf'ﬂ}hen calling the send method of the Agent class.
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Figure 1.3 Inter-agent messages propagation

ACL performatives defined by FIPA have well-defined formal semantics that are

exploited to make an agent automatically take proper decisions when a message is

received. A serialized Java object (project) is sent to all available or active agents
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including itself. To allow flexibility in the prototype, this study used thirty (30) static
agents. For each role (Figure 1.4), potential partners were considered for selection in
each task. The project objectives, selection criteria and sub criteria were determined
by the initiator agent. Each of the agents provides their profiles. Evaluators use the
profiles to give their preferences of the agents for each role. The best agent for each
role then forms a team. Agents with the highest weight are ranked on top. As shown
in Figure 1.5, for structural engineering task, partners ranked from the highest score of
0.174 by partner 24 to the lowest score of 0.141 by partner 15, with partners 27, 29, 3
and 22 ranked in that order in descending order. Partner 28 is the project initiator and

co r.

N

% Virtual Enterprise - Partner_28 =R=n X |

New Window Tools Logout Help

EEANEREAOY | WO

Team Formation

¥ (&5 Projects
. - . .
Eé””d'”g Construction Project Plumbing Consultation | Mechanical Engineering Gonsulation
v Roles
Land Scaping Consultation T Interior Design Consultation

* [ﬁ Land Scaping Consultation
L4 Iﬁ Interior Design Consultation

Electrical Engineering Consultation I Structural Enginering Consultation

L

» (£ Plumbing Consultation Agent | Weight |
» [E§ Mechanical Engineering Gonsulatior Partner_24 0174
* [ﬁ‘ Electrical Engineering Consultation Partner_27 0.163
» (B3 Structural Enginering Consultation Partner_29 0.158
e oy

T A

|| Partner_22 (Interior)

| | Partner_13 (Plumbing)

|| Partner_10 (Mechanical)

|| Partner_18 (Electrical)

| | Partner_24 (Structural)

v 4 AS VAN

Figure 1.4 Output of selected team for building construction

The model can allow multiple projects to be created simultaneousl @ r roles in the
project include plumbing, mechanical, interior design and electrifg\engineering
works. Figures 1.5 and 1.6, show the weighting of partners for other tasks (Land-
scaping, interior design, plumbing and electrical engineering). The output values
presented would vary if the set of evaluators are varied. Also changing the skills set of

evaluators, changes the output.
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Team Formation Team Formation

Electrical Engineering Consultation I Structural Enginering Consultation
Plumbing Consultation T Mechanical Engineering Consulation
Land Scaping Consultation T Interior Design Consultation

Land Scaping Cansultation [ Interior Design Consultation

Electrical Engineering Consultation T structural Enginering Consultation
Plumbing Consultation I Mechanical Engineering Consulation

Agent | Weight =
Pariner_ 0.283 Agent | Weight
Partner_17 0.258 Pariner_13 0,352
Partner_ﬁ 0.243 Partner 4 0.343
Partner_21 0.207 Pariner 5 0299
Partner Weighting for Land scaping task Partner Weighting for Plumbing task
et Team Formation
Electrical Engineering Consultation T Structural Enginering Consultation - - - — -
- - - — - Plumbing Consultation T Mechanical Engineering Consulation
Plumbing Consultation I Mechanical Engineering Consulation . . : . .
Land Scaping Consultaion ” Interior Design Consultation Land Scaping Consultation T [nterior Design Consultation
Electrical Engineering Consuftation I Structural Enginering Consultation
Agent | Weight =
Partner_22 0.164 Agent | Weight
Eﬂ;t”er-gg EEE Partner_18 0.272
artner_ .
Partner_7 0153 Eagner‘;E gggg
Partner_16 0.136 arnef_ :
Partner_30 0.130 Partner_11 0.183
Partner Weighting for Interior design task Partner Weighting for Electrical Engineering task

¥\ . A4 V 4
Figure 1.5 Partner Weighting for Land /, Figure 1.6 Partner Weighting for Plumbing &
scaping & Interior design tasks % Electrical Engineering tasks

O
QL ’9@/}
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Appendix J: Feed Back

J.1 Feedback from Civil Engineering Consultancy Limited (CECL)

This company was part of case study organizations

CASE STUDY FEED BACK FORM
BUSINESS TO BUSINESS COLLABORATIONS (VIRTUAL ENTERPRISES)
INTRODUCTION

We are carrying out research on collaborations by organizations. This is informed by the fact that
many organizations are collaborating with a view of developing a superior product faster and
taking advantage of economies of scales and exploiting diversity in expertise from partners. We
have developed a software model to facilitate organizations in their collaboration. This
questionnaire is for collecting feedback from organizations that have used the model. We request
you to provide us with your assessment of the model. We undertake to use this information for
research purposes only. You can highlight an option using RED colour

SECTION A: GENERAL INFORMATION
1.0 Name of your organization (Optional).. ek, BWA(M ELL NA  CoriSasilmwed LTD

1.1 Which best describes your organization type?

(] Public [A Construction [] Wholesale & Retail
[] Transport & Communication [__| Financial [] Manufacturing
[] Software ) Others: (SPecify): v ruunnsaseamavanintsais

1.2 What is your designation in the organization?

SECTION B: COLLABORATIONS [Tick where appropriate]

2.0 How has the model facilitated your enterprise in carrying out the following activities in
collaborations?

a) Initiating a new project [Myes [INo

Comment....... APTRY ATEL ... . TAZULE..... (L (Has. . NERETRA.
..... R nctdd oA G T3, 60 L.... a1 IE A NN
PRI 22 7 2 O R R O S

b) Organizing candidate partner enterprises into roles [V Yes [CINeo
Comment....... LS. 0PN ol EEGiNG. . AR TS ...
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¢) Negotiation with candidate partners [Yes [INo

Comment..... 295, BINE . APOL I COTION MR .

..... MEDRAI LTI ERASY $..7ime ... E YRV SE. ...
........ W71 st . Tiralb - ANM . cidam aus | N BIEZr) At
AT RS NSTeNTH wA ST D AWD AAev i we Bvng
d) Selecting a team [(AYes []No

Comment...... %"‘" ..... & I w7 WMé.}Tlﬂ-(
....... mmow’ﬂdfwmwsvmo e WA

........ BT AN G s

.............................................................

€) Assigning tasks @?es [CINo

Comment.....&RBETD...0...... A N Gl SN A 4£ATY
...... Gl B ACHETCIGIIL .ot

.............................................................

WA BTG WAL ... Ty PO B lotr L. AT, &K
...... NN ITINED . G mtay. s oI st REZANVEE

-----------------------------------------------------

g) Monitoring overall progress [ WUes [INo

Comment...... F“‘L ........ Loy ALEE Ay T o S1SPe 1 ”  { L Rl
I 4 7 2 NUNURN ADVAT CRLETVS GEZAEE | e L2 8V be AL
...... TREXS A S RERA RN

SECTION C: SOFTWARE APPLICATION TO FACILITATE COLLABORATIONS
| Tick where appropriate]
3.0 Which of these attributes / features / characteristics / functionalitics were proposed and the
model ¢nables?
d;,ir representation from participating organizations
[Zfl’anicipams can be mobile {can collaborate remotely)

(] Sacial media techniques are incorporated
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[z/lv‘lainlain individual organizations’ autonomy
[ Usc of software agents to represent organization
|E/Usc of remote access techniques

L—IDocument processing and sharing
Bﬁ{wsagjng techniques

IZf)esktop sharing

[ HASpecification generation

Le—ARemote progresss updates and monitoring

3.2 How do you compare fellowing activities in terms of duration and efficiency?

a) Team formation

) Without the model. . /0 S
ii) With the model................... B e ot e R S e B AT A S S A T A
b) Collaboration

i} Without the model....... .. ... T e e e
i) With the model..........oocoooean. o
SECTION D: ADDITIONAL COMMENTS AND FURTHER CONTACT INFORMATION
4.1 If vou wish to make any suggestions or comments about the design and implementation
of the model. please do so in this section

4.2 We would greatly appreciate it if you could allow us to send you a report on the model.
Can we send you a report? Yes [ IxNo

4.3 Please provide your contact information. Under no circumstances will this information be
shared with a third party without your consent.

W\\A&\omi E ] Q £ ek s

Email

Pl O F>¥Hb IFIx 15

Address....... (&‘.‘.’.9' ...... 2?.—.."531.3..:.‘.‘.’..‘.’..‘.?.‘?7?........’"..f.'f.‘.f'.‘f‘.’ff.’! ......................
Signature
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J.2 Industrial Commercial and Development Corporation
This company was not part of case study organizations.
SECTION A: GENERAL INFORMATION
1.1 Name of your organization (Optional)
Industrial Commercial and Development Corporation (ICDC)

1.2 Which of the following describe(s) your organization type?

‘Q blic [_] Construction [ IWholesale & Retail

[ ] TQ’Vt & Communication ~ Bl| Financial [ _]Manufacturing

[ 1 Software [ ]Others (Specify).......ccoevviniiiiiiiiiinnn,

1.3 What is your desi@p in the organization?
........... System &Qst; : )\
SECTION %L@ATIONS [Tick where appropriate]

2.0 How has (can) the model faeitated te) your enterprise in carrying out the
following activities in collaboratio ( b
a) Initiating a new project M Ye aﬁ)

Comment...... ICDC is engaged in a number of equi()&d real estate projects.
These projects have multiple players and the model carvée'best used by ICDC
as an initiator so as to co-ordinate the various players. O/<\

b) Organizing candidate partner enterprises into tasks (roles) B | Yes [ | No

Comment...... In the real estate/construction projects, ICDC can make use of

the model to organize the various partner enterprises.

¢) Negotiation with candidate partners to adjust their attributes [_]Yes ml|No
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Comment...... It would be hard for ICDC to use the model to do negotiating
since currently we use the public procurement laws which have a special way

to treat negotiations.
d) Selecting a team B |Yes [ INo

Comment...... The team selection in the model can perfectly fit in the
evaluation criteria we use to select service providers/team players in our
projects.

@Assigning tasks B Ves [ ]No

ent......Since teams are selected to carry out specific tasks, the model

can %e used to assign the tasks.

f) Monitoring ess per task (role) MMYes [ |No

Comment.. % we use MS Project to monitor tasks. The limitations

in MS Pro @\ at be covered by this model are the real time
rtl g

collaboratio eams in remote locations.

g) Monitoring overallpr@b -%

[ INo
Comment......Same as abov b

SECTION C: SOFTWARE AP ¢ FACILITATE

COLLABOR ONS /)\

[Tick where appropriate]

3.0 Which of these attributes / features / characteristics / functid@ities were
proposed and has been implemented in the model?

| Fair representation from participating organizations
Bl | Participants can be mobile (can collaborate remotely)
[ 1 Social media techniques are incorporated

BN Maintain individual organizations’ autonomy

B Use of software agents to represent organization
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B Use of remote access techniques

[_IDocument processing and sharing

Bl Messaging techniques

[ |Desktop sharing

I Specification generation

B Remote progresss updates and monitoring

%@ers (SPECIY) .

3.1 HOWQ del be used in project management?

The strength of del is in remote representation of collaborating entities. The
E@s of the project and the sharing of project progress

updates. )\ )
3.2 How do you C(@t\foll@aaivities in terms of duration and efficiency?

[Use the scale 0...10] & /O
a) Team formation: i) Withou%del-@With the model...8...

b) Collaboration: i) Without the moﬁ ii) W1 model.....8....

ability to track the

SECTION D: ADDITIONAL COM!\@;&AN THER CONTACT
INFORMATION 7/ )\!

4.1 If you wish to make any suggestions or comments abo@e design and

implementation of the model, please do so in this section /<\
Incorporate security features and moderation of the project progress.

4.2 Apart from your organization, which other firm (s) do you recommend to (or you

4.2 We would greatly appreciate it if you could allow us to send you a report on the

model. Can we send you a report? M es [ No
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4.3 Please provide your contact information. Under no circumstances will this

information be shared with a third party without your consent.

Email otienobenjamin@gmail.com

Phone 0733 365 384

Address P.O. Box 45519 — 00100 Nairobi.

LHEE
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