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Abstract— Fraudsters are masters at devising new methods of 

fabricating transactions thus requiring a consistent development 

and advancement of techniques for detecting and mitigating the 

falsifications. Numerous strategies have been proposed and used 

in the identification and mitigation of fraudulent transactions. 

Fraud detection and prevention involves analysis of the spending 

behavior of customers with the main aim being to uncover 

undesirable behaviour. It is focused on identification of 

suspicious events in an expeditious manner. Bayesian  networks  

are  suitable for  circumstances  where  some  data  is already  

known  and  received  data  is  partially unavailable or uncertain. 

The objective of utilizing Bayes rule is based on its ability to 

accurately predict the value of a selected discrete class variable 

given a set of attributes. The naïve Bayes technique is preferred 

due to its simplicity in dealing with training data and also its 

ability to handle missing values. 
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I.  INTRODUCTION  

There has been a steady growth in the usage of credit and 
debit cards in the recent past with most customers preferring to 
use these cards as opposed to using cash. This growth however 
has led to a significant growth in the cases of fraudulent 
transactions completed using these cards. The last decade has 
also witnessed a significant growth in communication 
technologies which have resulted in an increase in spending 
power due to the ease of doing business. This has however had 
a down side in that criminals have become more sophisticated 
with more ways of committing scams available to them. 
According to the Concise Oxford Dictionary fraud can be 
defined as “criminal deception; the use of false representations 
to gain an unjust advantage”.  

Credit card fraud occurs when an unauthorized person 
steals a credit card, gains access to credit card information, or 
Personal Identification Number (PIN), and makes use of this 
information to purchase items or withdraw money from an 
Automated Teller Machine (ATM). Fraud detection and 
prevention involves analysis of the spending behavior of 
customers with the main aim being to uncover undesirable 
behaviour or spending patterns. It is mainly focused on 
identification of suspicious events in an expeditious manner. 
Millions of dollars are lost annually through fraudulent 
schemes with the figures increasing yearly due to the 
innovation of new methods of committing this vice. 

According to Allan (2014) 9.4 million dollars was lost to 
fraudsters by commercial banks in Kenya in the first half of 

2014 who working with the bank staff were able to exploit 
gaps in the institutions’ online banking platforms. Furthermore, 
based on Banking Fraud Investigations Department (BFID) 
data 525 fraud cases in financial institution resulted in a loss of 
8.5 million dollars in the first three months of 2014. However, 
with the introduction of the chip and PIN debit cards in the 
second quarter of 2014 and consumer awareness campaigns the 
amount lost through fraudulent schemes dropped to 907,797 
dollars. The data indicates that between January and June 2014, 
money lost through card fraud was at $112,773.  

Based on BFID data 17.52 million dollars was embezzled 
from customers’ bank accounts between April 2012 and April 
2013 (Mwaura 2013). The data further shows that 11.2 million 
dollars was lost in the period between November 2012 and 
April 2013. The investigation agency BFID identified various 
schemes and techniques used to commit fraud which included 
identity theft, electronic funds transfer , credit card fraud , bad 
cheques,  loan fraud, falsification of documents and online 
fraud (Mwaura 2013; Allan 2014). The rising instances of 
fraud and cybercrime imply that finance institutions need to 
urgently spend money on detection and precautionary systems. 

Bayesian Networks (BNs) also called belief networks, are 
probabilistic graphical models, extensively used in knowledge 
representation and reasoning under uncertainty, where the each 
node depicts a variable and directed links between the nodes 
showing the relationship between them. A BN comprises of a 
directed acyclic graph of ‘nodes’ and ‘connections’ that 
conceptualize a system where the value of each node is defined 
in terms of different, mutually exclusive, ‘states’ (McCann, 
Marcot & Ellis 2006). Dependencies between variables are 
represented using conditional probability distributions which in 
turn describe the relationships between nodes. The full 
specification is as follows (eds. Stuart & Peter 2010): 

i. Each node in the belief network represents a discrete or 
continuous variable. 

ii. The parent child relationship is represented by directed 
links from the parent node to the child node forming a 
directed acyclic graph.  

iii. Each node is assigned a conditional probability 
distribution value which measures the effect of the parents 
on the specific node. 

The more general case of Bayes’ rule for cases where there 
is more than one variable is given as follows: 
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The above equation represents a set of equations, with each 
equation dealing with specific values of the variables. In a 
situation where there exists some background evidence the 
equation may be rewritten as follows: 

 

The structure of a belief network stipulates the conditional 
independence that exists between the various entities forming 
the network. Given two nodes X and Y, a directed link from X 
to Y shows a causal relationship with an action performed on X 
directly affecting Y. After a belief network is constructed it is 
necessary to compute the conditional probability distribution 
for each variable within the network. The full joint distribution 
for all the variables is finally specified (implicitly) while 
considering both the network topology and the conditional 
probability distributions of each variable. 

BNs are suitable in scenarios where the data being 
classified contains information which is already known and 
new instances/data is partially unavailable or contains some 
level of uncertainty (Sherly 2012; Suvasini et al. 2009). The 
objective of utilizing Bayes rule is based on its ability to 
accurately predict the value of a selected discrete class variable 
given a set of attributes (Joseph 2011; Manoel, Xidi & Alair 
2008). 

II. PROBLEM STATEMENT 

The main objective is to demonstrate how Bayes theorem 
can be used to identify falsified credit card transactions given a 
set of training data. The objective of utilizing Bayes rule is 
based on its ability to accurately predict the value of a selected 
discrete class variable given a set of attributes. Suppose we 
have two classes C1, C2 representing fraudulent and legal 
transactions respectively. Given an instance X = (X1, X2,…,Xn) 
with each item characterized by an attribute vector  Z= (Z1, 
Z2,…,Zn). Bayes’ theorem can be used to compute the 
maximum probability of each class given the instances (i.e. 
P(Ci|X) ) using the steps outlined below:   

1. Given the hypothesis fraud (F) and legal (L), probabilities 

are computed as follows: 

                       

 

        

Since Naïve Bayes assumes independence P(X) is 

dropped since it is constant for all classes, leaving [P(X|F) 

P(F)] and [P(X|L) P(L) ] as the significant terms to be 

computed.  

2. Next, the computation of the class prior probabilities is 

done as follows:   

P(F) = yi / y   

Where, y is the total number of training examples and yi is 

the total number of fraudulent transactions in the dataset. 

3. A basic assumption is made on the independence of 

attributes as follows. 

  

 

 

The probabilities P(x1|F), P(x2|F,may be computed from the 

training dataset as follows: 

P(xk|F)=yik/yi 

Where yi is the number of fraudulent transactions in the 

training dataset and yik is the number of training examples for 

the class with value xk for Zk 

III. BACKGROUND AND RELATED WORK 

Fraud detection is a continuously evolving discipline with 
criminals adapting new strategies every so often. There is also 
a continuous entry of new criminals into the field that are not 
aware of the mechanisms that have been put in place to identify 
fraudulent activities and as such they commit fraud using 
methods which are easily detectable. It is therefore prudent to 
apply earlier detection tools as well as the latest developments. 
Presently, financial institutions use “if-then” rules for fraud 
detection which fire based on the set conditions being met with 
a transaction suspected to be fraudulent being rejected or an 
alert issued requiring further examination. 

Rule based systems perform very well in scenarios where 
fraud patterns do not change but might not suffice in a dynamic 
environment which requires other techniques which can be able 
to detect changing fraud pattern. Artificial intelligence as an 
ongoing area of research has recently seen its applicability in 
fraud detection. Nonetheless, there has been a slow growth in 
the development of methods directly targeting credit card fraud 
due to privacy issues affecting financial data and lack of public 
databases (Bolton et al. 2002). Even so, the research on credit 
card fraud detection is growing with artificial intelligence 
methods being successfully applied with specific emphasis on 
the use of neural networks (Maes et al. 2002), artificial 
immune systems (Gadi, Wang & do Lago 2008), peer group 
analysis (Weston et al. 2008), association rules (Sánchez et al. 
2009), Bayesian learning (Maes et al. 2002) and support vector 
machines (Bhattacharyya et al. 2011). 

The Bayesian belief network was formally presented by 
Cooper and Herskovits (1992). BBNs are great tools for 
summarizing evidence of causal relationships in form of a 
network of probabilities. According to Heckerman, Geiger and 
Chickering (1995), the BN has become a popular 
representation for encoding uncertain expert knowledge in 
expert systems. They are able to handle incomplete data sets 
and represent causal relationships. BBNs are best used in 
scenarios where information is imprecise, uncertain, 
incomplete and conflicting.  

Maes et al. (2002) applied artificial neural networks (ANN) 
and Bayesian belief networks (BBN) to detect fraud on a real 
world dataset provided by Europay International. Their 
approach used STAGE  and  backpropagation  algorithm  to 
identify fraudulent transactions. The best prediction rate was 
obtained for the experiment in which the features were pre-
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processed. It was found that by performing a correlation 
analysis on the features and removing the feature that was 
strongly correlated with many of the other features, clear 
improvements to the results were obtained. Moreover, their 
results showed that BBNs yielded better fraud detection results 
with a shorter training period is shorter, though ANN could 
compute fraud predictions faster in the testing stage. 

Ezawa and Norton (1996) argued that neural networks, 
regression and nearest-neighbour classifiers can be very slow 
while decision trees may not be able to adequately represent 
certain discrete variables. In their implementation of Bayesian 
network models on telecommunications dataset they 
discovered that the model with the greatest number pf variables 
and some dependencies gave the best classification 
performance. Viaene, Derrig and Dedene (2004) applied 
AdaBoosted naive Bayes scoring where they used weights in 
their preparation of evidence.  The weights facilitated the 
calculation of comparative prominence of each component and 
demonstrating the combination of evidence for and contra 
fraud as a balance of evidence. Their framework exhibited 
better accuracy and an improvement on the cross entropy and 
Brier scores when compared to unboosted and boosted naive 
Bayes. 

Chan et al. (1999) in their implementation of four 
classifiers C4.5,  CART, naive  Bayes   and  RIPPER on 
heterogeneous datasets using stacking and pruning of the  base  
classifiers were able to achieve high cost savings and better 
efficiency on credit card transactions. Phua, Alahakoon and 
Lee (2004) in their analysis of automobile insurance claims 
dataset using C4.5, backpropagation neural networks and naive 
Bayes classifiers with minority oversampling with replacement 
were able to yield the best cost savings though stacking and 
bagging. 

The ratio of fraudulent transactions in most databases 
applied in credit card fraud detection systems usually ranges 
between 0.005% and 0.5% (Gadi, Wang & do Lago 2008; 
Bhattacharyya et al. 2011). This poses a challenge especially in 
the training phase of diverse   algorithms (Hastie & Tibshirani 
2009). To mitigate this under-sampling procedures are mostly 
adopted with subsets of the databases being designed with 
higher ratio of fraudulent cases (Hulse & Khoshgoftaar 2007).  
The distinctiveness of credit card fraud is that erroneously 
predicting a falsified transaction as authentic can be a very 
costly affair with great potential of loss of money. 

Credit card fraud is perpetrated using different methods and 
techniques. Ashish & Jagdish (2014) cited various types of 
credit card fraud, which include: card theft, skimming, card not 
present, and identity theft involving cards which can take the 
form of an application fraud or account takeover. Pratiksha and 
Tarun (2013) further classified different types of fraud based 
on types of transactions performed as shown in figure 1 below. 

 

Figure 1: Various transactions and frauds (Pratiksha & 
Tarun 2013) 

BNs can ease the acquisition of knowledge from variables 
which exhibit causal relationships (Uusitalo, 2007). The 
topological structure of a BN visibly shows the associations 
between different system components. This system structure 
can enable dialogue with people from different disciplines 
including stakeholder participation (Martín de Santa Olalla et 
al. 2005). Bayesian Networks can be updated easily using 
inference mechanisms when new knowledge is introduced 
(Ticehurst et al. 2008). 

BNs are very useful tools when addressing data with 
uncertainty and also for relating model simulation, 
observations and expert knowledge (Uusitalo, 2007). BNs are 
able to acquire knowledge on the structure and parameters of a 
system from observed data. This knowledge can disclose the 
causal relationships between variables as well as their 
dependence and independence. The ‘optimal’ BN structure can 
be estimated using the highest probability score for possible 
candidate structures (Norsys, 2005). Kontkanen et al. (cited in 
Uusitalo, 2007) proved that given small sample sizes BNs are 
known to produce good prediction accuracy  

Despite the fact that expert knowledge can effectively be 
represented using Bayesian models, a challenge exists in 
getting the experts to agree on the structure of the models and 
the selection criteria of the nodes based on their significance to 
the problem being solved. In addition, expressing knowledge in 
form of probability distributions may prove difficult to the 
experts (Uusitalo, 2007). Knowledge acquisition from experts 
generally follows an iterative procedure with the nodes, states 
and interrelationship in the BN being well understood first 
before the descriptions of distributions and confidence intervals 
of variables (Pollino, 2008). 

Continuous data may require discretization since a number 
of BN software packages have limited capability for dealing 
with these kinds of data. Discretization breaks up the 
continuous variable into discrete interval values which can 
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effectively be used to offer some control on the size of the 
network, though the original distribution of the variable may 
not be fully represented resulting to a lower precision of 
variable values (Nyberg, Marcot & Sulyma 2006). According 
to Barton et al. (2008) discretization assumptions can 
considerably affect the outcome estimates. The acyclic 
property of BNs is essential in calculation of probability 
calculus, but the feedback effects cannot be included in the 
network (Barton et al. 2008). 

IV. METHODOLOGY 

To model fraud detection, two Bayesian networks were 
used to express the behaviour of users. One Bayesian network 
is modelled to represent the behaviour of a fraudulent (F) user 
and the second network represents a legitimate (L) user. In 
implementing the network the user behaviour x derived from 
his credit card transaction statistics is used and the probability 
of the evidence x relative to the two hypotheses (fraud and 
legal) is obtained. This means, it gives conclusions as to the 
extent the user behaviour can be considered fraudulent or non-
fraudulent 

Assuming the likelihood of fraud is P(F) and legal is P(L) = 
1- P(F)  using Bayes’ rule, the  probability of fraud, given the 
evidence x is given by: 

 
Where the denominator p(x) is given by:  

 

    

Given two classes, C1 representing fraud and C2 

representing legal transactions and an instance X = (X1, 
X2,…,Xn) with each item characterized by an attribute vector  
Z= (Z1, Z2,…,Zn). Bayes’ theorem can be used to compute the 
maximum probability of each class given the instances (i.e. 
P(Ci|X) ) using the steps outlined below: 

1. Given the hypothesis fraud (F) and legal (L), probabilities 

are computed as follows: 

                       

 

                  

Since Naïve Bayes assumes independence P(X) is 

dropped since it is constant for all classes, leaving [P(X|F) 

P(F)] and [P(X|L) P(L) ] as the significant terms to be 

computed.  

2. Next, the computation of the class prior probabilities is 

done as follows:   

P(F) = yi / y   

Where, y is the total number of training examples and yi is 

the total number of fraudulent transactions in the dataset. 

3. A basic assumption is made on the independence of 

attributes as follows. 

  

 

 

The probabilities P(x1|F), P(x2|F,may be computed from the 

training dataset as follows: 

P(xk|F)=yik/yi 

Where yi is the number of fraudulent transactions in the 

training dataset and yik is the number of training examples for 

the class with value xk for Zk 

 

V. RESULTS AND DISCUSSION 

Real world credit card datasets are not made readily 
available by financial institution due to customer privacy 
policies. Due to unavailability of actual credit card transaction 
data, we used a synthetic data set generated from a random 
sample which represents a hypothetical situation. 

Table 1: Training data set 
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Figure 2: Bayesian network for credit card fraud detection 

The sample data set in table 1 contains both continuous and 
discrete valued attributes. The continuous attributes, age and 
amount are discretized to fixed interval values to facilitate 
calculation of probabilities using Bayesian theorem which 
works best with discrete valued attributes. The values, counts 
and probabilities of each attribute are shown in table 2 below: 

Table 2 Prior probabilities associated with each attribute 

 

From table 2, using Bayesian rule we can calculate the class 
of each instance as either fraud or legal. The prior probabilities 
are calculated using the following equations: 

P(fraud) = yi / y = 7/30 = 0.23 

P(legal) = yi / y =23/30 = 0.77 

Using the values in table 2 we can be able to categorize a 
new transaction. Assuming, we are given a new transaction T = 
(Mary Wairimu, F, 50), using the probability values for gender 
and age we can be able to classify this transaction as follows:  

P(T |legal) = 0.26 * 0.09 = 0.0234 

P(T|fraud) = 0.57 * 0.14 = 0.0798 

Thus, the likelihood of this transaction being legitimate = 
0.0234 *0.77=0.0180  

Likelihood of it being a fraud = 0.0798 *0.23= 0.0184  

To compute the probability P(T), we do a summation of the 
likelihood values as follows:  

P(T) = 0.0180 + 0.0184 = 0.0364 

The actual probabilities of each event occurring is given by:  

P(legal | T) = 0.0180/ 0.0364= 0.495 

P(fraud |T) = 0.0184 / 0.0364= 0.505 

Consequently, by considering the actual probabilities 
computed above we can classify the new transaction T as fraud 
since it has the highest probability value of 0.505.  

The naïve Bayes methodology is a simple and user-friendly 
method requiring a single scan of the training data during 
classification. It is also able to handle datasets with missing 
values by omitting the probabilities of the incomplete entries 
during computations of likelihood of membership in each class. 
Despite this simplicity, it may not always give the best results 
due to the fact that attributes may be dependent on each other, 
which may be solved by ignoring the dependent attributes. This 
approach also does not handle continuous data, a challenge 
which is solved through discretization of the values of the 
dataset which in itself may be tiresome and may influence the 
accuracy of the results generated. 

VI. CONCLUSION 

Undoubtedly, credit card fraud is a deed of criminal 
duplicity. In this research various types of fraud have been 
discussed such as Card theft, Skimming, Card not present, 
Application fraud and Account takeover. As a matter of 
principle it is expected that banks and credit card companies 
should endeavor to identify all fraudulent cases. However, the 
economics of implementing a fraud detection system may be 
highly influenced by the level of skill of the fraudster being 
targeted.  

Every cardholder exhibits a unique spending pattern which 
can effectively be used to generate their activity profile. Most 
of the current fraud detection methods consider the activity 
profiles when generating rules based on the spending patterns. 
However, should a cardholder acquire new tastes resulting in 
new spending patterns the detection system may not be 
effective since the rules are generally static. The ideal detection 
system should be able learn and adjust accordingly with the 
change in spending patterns so as to minimize loss and reduce 
the number of false alarms. 

A fraudster may also device new ways of avoiding detection 
for example by making a few costly purchases or a large 
number of inexpensive purchases. Hence, it is essential to 
develop fraud detection systems which can incorporate 
multiple evidences including patterns of genuine cardholders 
and those of fraudsters. BBNs are great tools for summarizing 
evidence of causal relationships in form of a network of 
probabilities. The BN has become a popular representation for 
encoding uncertain expert knowledge in expert systems. They 
are able to handle incomplete data sets and represent causal 
relationships. BBNs are best used in scenarios where 
information is imprecise, uncertain, incomplete and conflicting. 
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