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Abstract—In recent years, robots that recognize people 

around them and provide guidance, information, and 

monitoring have been attracting attention. The mainstream of 

conventional human recognition technology is the method using 

a camera or laser range finder. However, it is difficult to 

recognize with a camera due to fluctuations in lighting 1), and it 

is often affected by the recognition environment such as 

misrecognition 2) with a person's leg and a chair's leg with a 

laser range finder. Therefore, we propose a human recognition 

method using a thermal camera that can visualize human heat. 

This study aims to realize human-following autonomous 

movement based on human recognition. In addition, the 

distance from the robot to the person is measured with a stereo 

thermal camera that uses two thermal cameras. A coaxial two-

wheeled robot that is compact and capable of super-credit 

turning is used as a mobile robot. Finally, we conduct an 

autonomous movement experiment of a coaxial mobile robot 

based on human recognition by combining these. We performed 

human-following experiments on a coaxial two-wheeled robot 

based on human recognition using a stereo thermal camera and 

confirmed that it moves appropriately to the location where the 

recognized person is in multiple use cases (scenarios). However, 

the accuracy of distance measurement by stereo vision is inferior 

to that of laser measurement. It is necessary to improve it in the 

case of movement that requires more accuracy. 

Keywords—Coaxial mobile robot; Human following robot; 

Recognition; Stereo thermal camera. 

I. INTRODUCTION 

Integration of robotics in modern societies is a promising 

venture that has gained popularity in the recent past. Robotics 

have been integrated into automation, transportation, medical 

fields, defense systems, rehabilitation, and rehabilitation [1]–

[5]. The pervasiveness of robot integration is seen in the 

uptake of robots in living and working spaces which seeks to 

avail advanced human-robot coexistence to enhance the 

quality of life [6]–[9].  

There are broadly two human-robot models: collaborative 

[10]–[13] and cooperative robots [1], [12]–[17]. In a 

cooperative robot system, the human and the robot work 

simultaneously on a task. On the hand, collaborative robots 

work hand-in-hand with a human to accomplish a goal. In 

either of these scenarios, human and environment detection 

is paramount. In addition, indoor robots (share spaces with 

humans) have restrictions on form factors and 

maneuverability to ensure safety [18]–[20].  

In literature, the following human robots have been 

investigated using different approaches. Neural network 

bases recognition and tracking, cameras, lidar, ultrasonic 

sensors, infrared sensors, voice recognition, rf-tags, and laser 

range finder (LRF) sensor, amongst others [21]–[26]. Such 

systems are deployed in indoor navigation robots [27], social 

communication robots [28], [29], and security robots [30], 

[31] that recognize people around them and provide 

guidance, crowd-control, and safety monitoring and 

interaction with COVID-19 patients in the recent past [32]–

[34].  

Cameras and laser-based systems have gained popularity 

due to accuracy and increasing computing/processing power. 

However, the camera-based system is challenged by 

environmental illuminance levels and or the presence of 

infrared rays, as is the case in infrared cameras [35], [36]. On 

the other hand, the laser-based system suffers from 

erroneous/misrecognition of similar-shaped objects. For 

example, the laser-based system misrecognizes human legs 

and chairs from the scan data or other objects with a similar 

shape [37], [38]. As a remedy, a hybrid of laser-based and 

camera-based systems is adopted in literature to compensate 

for the individual system's weak points.  

This research utilizes a mobile robot equipped with a 

thermal camera-based human-tracking algorithm system to 

realize autonomous human-following robots. In the 
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architecture, two thermal cameras are used to measure the 

distance of the human [39]. A thermal camera is a camera that 

visualizes the heat energy emitted from an object and displays 

the temperature distribution in real-time [40]–[42]. This 

camera is used to measure the temperature of a person's face 

and recognize the person. In addition, we try to measure the 

distance from the camera to a person by mounting a thermal 

camera on a drive-type stereo camera and moving from the 

measured data to the front of the person. We employ a coaxial 

robot as it has been shown to be ideal in indoor and 

constrained spaces as it can achieve pivot turning and has a 

small form factor.  

The purpose of this research was originally to carry out 

public relations activities by hand, such as standing with a 

signboard and handing out leaflets. In addition, public 

relations may be carried out by installing posters and 

signboards that do not require labor costs. However, with 

such public fixed-type ties, it is impossible to carry out public 

relations efficiently because it is not noticeable to people and 

is located with few people. Therefore, the main contribution 

of this research is by carrying out public relations activities 

using autonomous mobile robots instead of humans. This 

study uses a stereo thermal camera to implement the human 

recognition system in the mobile robot. To show the system's 

effectiveness proposed in this study, we conducted a running 

experiment in which people recognize and move.  

II. MATERIAL AND METHODS 

Fig. 1 shows the system of autonomous coaxial mobile 

robot. This robot has the ability to detect and follow a human. 

The human face is the input of the camera. Human faces are 

rounded and detected based on aspect ratio. The positions of 

the human to the robot are calculated as the input to move the 

coaxial robot. 

 

Fig. 1. Autonomous coaxial mobile robot system 

A. Proposed Configuration System 

Fig. 2 illustrates the configuration employed in the 

research. We used two thermal cameras (FLIR C2 

Teledyne®) with each camera attached to servomotors. The 

camera has a steerable 2-DoF (up-down, side-side) 

movement to orient the view for accurate depth and human 

detection. The details of operations will be explained in a 

subsequent section. A laptop computer performs image 

processing of the thermal camera and control of the robot 

(Let’s Note: S10 with i5 processor). 

We designed a two-wheel coaxial robot and attached the 

two thermal cameras as shown in Fig. 3. The coaxial robot 

base is used to carry the processing PC as well as the sensors. 

We used Rx-64 servomotor for the wheel and AX-12A 

servomotors for orienting the cameras. The specifications of 

the camera and motor are shown in Fig. 4, Fig. 5, Table 1, 

and Table 2. 

 

 

Fig. 2. The configuration system of an autonomous coaxial mobile robot is 

based on a thermal camera.  

 

Fig. 3. External view of the two-wheeled robot 

TABLE I.  CAMERA AND LRF 

SPECIFICATIONS 

Camera System (FLIR C2) 

IR sensor 80×60 

Thermal Sensitivity 0.1℃ 

Field of view 41°×31° 

Image frequency 9Hz 

Temperature range -10℃ ～ +150℃ 

LRF System (UTM-30LX(HOKUYO)) 

Power-supply voltage DC12V 

Distance range 0.1～30[m] 

Measurement range 270[deg] 

Distance accuracy 0.1～10[m]: ∓30[mm] 

Measurement accuracy 10～30[m]: ∓50[mm] 

Step angle 0.25[deg] 

 

   

Fig. 4. Thermal camera (FLIR C2) and LRF sensor (UTM-30LX 

(HOKUYO)) 
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TABLE II.  SERVO MOTOR SPECIFICATION 

Specification 
DYNAMIXEL AX-

12A 

DYNAMIXEL RX-

64 

Stall Torque 1.5N・m 52kgf・cm 

Voltage 9～12V 12～21V 

Running Degree 0～300° Endless Turn 

Resolution 0.29° 0.29° 

 

 

  

(a) (b) 

Fig. 5. Servomotors used (a) dynamixel AX 12 A (b) dynamixel RX-64 

 The mechanism of the coaxial robot can be thought of as 

an inverted pendulum with a center of gravity above the robot 

body [43], as shown in Fig. 6(a), making the robot unstable 

[44]. In this case, posture control is needed to stabilize the 

system (altitude control). If an abnormality occurs in the 

hardware or software, or if an external force exceeds the 

control limit is applied, the altitude cannot be maintained 

stably, and the robot falls.  

 We have been researching how to maintain a stable 

posture by using physical restoring force to stabilize the 

posture of stable coaxial mobile robots in our laboratory. By 

arranging the center of gravity below the center of rotation of 

the wheels, as shown in Fig. 6(b), it is possible to maintain 

the upright posture only by physical force with high 

reliability. Further details can be obtained in previous 

research conducted by our lab [45], [46]. In this study, the 

system shown in Fig. 6(b) is utilized in the design of a coaxial 

mobile robot. 

  

(a) (b) 

Fig. 6. Two-wheeled robot construction (a) Inverted pendulum system, (b) 

Gravity stabilized inverted pendulum 

B. Human Detection Algorithm 

In this research, we utilize cameras to detect humans and 

calculate the distance between the system and the target 

(person). The workflow is shown in Fig. 7. We acquire a 

thermal image of a person from a thermal camera and 

recognize the person [47]. Therefore, we explain human 

recognition from the acquired thermal image, distance 

measurement from the camera to the person, and movement 

control of the coaxial mobile robot. 

 

Fig. 7. Flow chart of the proposed system. 

Human Detection Algorithm 

 The acquired image is binarized by the discriminant 

analysis method. The discriminant analysis method 

automatically determines the threshold value t [48]–[50] so 

that the separation of the two classes is the best [18][47]. The 

method workings are as shown in Fig. 8. 

 

Fig. 8. Flow chart of the proposed system. 

Assuming that the threshold value is t, the range of 

cardinality values from 0 to t-1 is class 1, and the range of t 

to 255 is class 2. At this time, the number of pixels is n1, n2 

the average of the density values is f1̅, f2̅ the variance is σ1
2, 
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σ2
2 and the number of pixels with density f is nf. The 

distribution of each class is calculated by (1) and (2). 

 σ1
2 =

∑ nf(f − f1̅)2t
f=0

n1 + n2

 (1) 

 σ2
2 =

∑ nf(f − f2̅)2255
f=t

n1 + n2

 (2) 

 Next, the intra-class variance σW
2 , which indicates the 

spread of concentration values within each class, and the 

inter-class variance σB
2  which indicates the spread of class 1 

and class 2, are obtained by (3) and (4). 

 σW
2 =

n1σ1
2 + n2σ2

2

n1 + n2

 (3) 

 σB
2 =

n1(f1̅ − fF̅)2 + n2(f2̅ − fF̅)2

n1 + n2

 (4) 

where, fF̅ is the average of the density values of all pixels. 

The best separation between classes is when the variance 

ratio σB
2 σW

2⁄  is maximized. Therefore, the larger the variance 

between the classes and the smaller the variance within the 

class, the better the separation. The optimum threshold value 

can be obtained by finding the threshold value t that 

maximizes this dispersion ratio. In this study, the images 

obtained from the thermal camera are binarized by this 

discriminant analysis method. 

 Circularity is often used as a quantity to measure the 

shape of a region, and it is possible to judge whether it is close 

to a circle or not by a numerical value [16]. This circularity 

can be calculated by (5). Let R is the circularity, S is the 

region's area, and L is the perimeter of the region. 

 R = 4π
S

L2
 (5) 

 If the circularity is a perfect circle, R = 1, and if it is closer 

to a circle, the circularity becomes higher. The human face is 

rounded and has a shape close to a circle. Therefore, the 

human face is judged using this circularity in this research, as 

shown in Fig. 8. 

 

(a)                     (b) 

Fig. 9. Face recognition by the roundness (a) Thermal camera detection of 

a face (b) detected face using circularity 

 Aspect ratio is often used to obtain human characteristics 

[51]. Human faces also have a feature that is basically longer 

in the vertical direction than in the horizontal direction, as 

illustrated in Fig. 10. The ratio of the vertical to horizontal 

directions of the face is calculated and used for human face 

recognition based on the aspect ratio feature. 

 

Fig. 10. Face recognition by the aspect ratio 

When the height of a person's face is h, and the width is w, 

the aspect ratio of the face is A. This is represented by (6). 

 A =
w

h
 (6) 

Considering that the human face is longer in the vertical 

direction than in the horizontal direction, it is considered that 

the aspect ratio A does not exceed 1. A human face is 

measured using this aspect ratio. 

After recognizing people, if there are multiple people, the 

center point of those people must be calculated, and the angle 

and depth of those points must be calculated from the stereo 

camera. Therefore, the position of the center is calculated 

using the K-means algorithm [2], [52], [53]. The procedure 

of this algorithm with K clusters is as follows. 

a. Select any K attribute value vectors as the center of the 

initial cluster. Let this be Y1(1), Y2(2), … , YK(n). 

b. Classify into subset S1(n), S2(n), … , SK(n). (n: number 

of times the procedure is repeated) corresponding to the 

cluster centers Y1(n), Y2(n), … , YK(n) for all attribute 

vectors {X} by (7). 

dl = min
j∈NK

{dj}    [X ∈ Sl, NK ≜ {1,2, … , K}] (7) 

where, dj is the distance between X and Yj(n) is 

calculated by (8). 

 dj ≜ ‖X − Yj(n)‖ (8) 

c. For each subset, find the new cluster centers Y1(n +
1), Y2(n + 1), … , YK(n + 1) by (9). Also, Nl is the 

original number of the set Sl(n). 

 Yl(n + 1) =
1

Nl

∑ X

X∈Sl(n)

 (9) 

d. If Equation (10) holds for all clusters, this algorithm is 

terminated. If not, return to step (c) and repeat. 

 Yl(n + 1) = Yl(n) , l ∈ NK (10) 

This algorithm is used to identify the positions of the centers 

of gravity of multiple people. 
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C. Distance Measurement 

 Humans can obtain the depth of the object based on the 

information obtained from the two left and right visions. This 

is because there is a difference in the information obtained 

from the left and right, and the parallax is used to grasp the 

stereoscopic effect and distance. This measurement method 

has the same principle as triangulation. This research uses a 

drive-type stereo camera equipped with a servomotor in each 

camera instead of a fixed stereo camera. In the case of a fixed 

stereo camera, only the object presented ahead of the camera 

can be detected. Further, depth becomes an issue as 

perspective changes. With a driven stereo camera, it is 

possible to search not only the front of the camera but also 

the sides by rotating the camera with a motor. The mechanism 

we employed to determine the X and Y coordinates of the 

detected faces is described further. 

2D Distance Measurement 

Let the coordinates of the object (human face shown in 

yellow) in Fig. 11 be (X, Y, Z). First, the image is acquired, 

and the face is centered using a servomotor. At that time, the 

angle (α, β) obtained from the servo motor is used. The angle 

is positive on the left side of the center of each axis and 

negative on the right side.  

 

Fig. 11. Method of distance measurement by the stereo camera 

The depth (Y) to the object can be obtained from the 

relationship of triangles using (11). 

 Y ∶ Y − f = L ∶ B  

⇔ Y =
Lf

L − B
 (11) 

Here unknown parameter B is (12) 

 B = L − xr − xl (12) 

Where xr and xl can be represented by angles α and β by (13) 

and (14). 

 xr =  ftan(−α) (13) 

 xl = ftan(β) (14) 

From these formulas (15), the depth (Y) can be obtained. 

 Y =
Lf

L − {L − ftan(−α) − ftan(β)}
  

⇔ Y =
L

− tan(α) + tan (β)
 (15) 

Next, we need to find the X coordinate to show where the 

object is. Based on the camera on the left, if we move the 

object by X units from the previous position, as shown in Fig 

12, we can derive the expression from Y and the new angles 

of the servo motor. 

 

Fig. 12. The movement of the reference point 

The new X coordinate of the object is C (note the sign of 

α) when the left camera is used as a reference. The 

relationship is represented by (16). 

 X =
L

2
 −  C (16) 

Expressing C in terms of trigonometric relations, we obtain 

(17). 

 C = Ytan(−α) (17) 

Replacing (17) in (16), we get (18). 

 X =
L

2
− Ytan(α)  

⇔ X =
L

2
−

L

− tan(α) + tan (β)
tan (α) (18) 

From this, the angle (θ) from the center of the stereo camera 

to the object can be obtained (19). 

 tan(θ) =
X

Y
  

⇔ θ = tan−1
X

Y
  

⇔ θ = tan−1

L
2

−
L

− tan(α) + tan (β)
tan (α)

L
− tan(α) + tan (β)

  

⇔ θ = tan−1
−3 tan(α) + tan (β)

2
 (19) 

 From the above, the distance and position from the stereo 

camera to the object can be measured. The data obtained by 

this stereo camera is used to control the movement of the 

coaxial mobile robot. 

3D Distance Measurement 

 The distance was measured on a two-dimensional plane 

earlier. However, when mounted on a coaxial mobile robot, 
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the position of the camera is low, and the position of the face 

cannot be measured, so the camera must be turned upward. 

Therefore, the distance is measured by moving the camera up 

and down using a servo motor, as shown in Fig. 13. 

 

Fig. 13. The orientation of the camera 

 The method of measuring the distance is the same as that 

of the quadratic plane, and the distance is measured by using 

the coordinates (X, Y) and the angle of the servo motor that 

tilts the camera up and down. The value of depth (Y) changes 

by giving an angle, as shown in Fig. 14. Therefore, the 

coordinates of the object are corrected, and the distance is 

estimated. 

 

Fig. 14. Estimated distance from the angle of the camera 

By tilting the camera, the depth becomes Y' instead of Y. Y' 

can be expressed using the angle (γ) of the servomotor and 

the depth Y obtained before tilting using (20). 

 cos(γ) =
Y′

Y
  

⇔ Y′ = Y cos(γ)  

⇔ Y′ =
L

− tan(α) + tan(β)
cos(γ) (20) 

Also, X' is 

 
X′ =

L

2
− Y′tan(α) 

 

⇔ X′ =  
L

2
−

L

− tan(α) + tan (β)
cos(γ) tan (α) 

(21) 

From X' and Y', the angle (θ') from the center of the modified 

stereo camera to the object can be obtained by (22). 

tan(θ′) =
X′

Y′
 

 

θ′ = tan−1
X′

Y′
 

 

θ′ = tan−1

L
2

−
L

− tan(α) + tan (β)
cos (γ)tan (α)

L
− tan(α) + tan (β)

cos (γ)
 

θ′ = tan−1
− tan(α) + tan(β) − 2cos (γ)tan (α)

2 cos(γ)
 

(22) 

From the above, the coordinates of the object when the 

camera is tilted up and down and the angle from the center of 

the stereo camera to the object can be derived. 

D. Movement Control 

The movement of the coaxial mobile robot is controlled 

using the distance and angle from the robot to the person 

measured by the stereo camera. The motor used to drive the 

wheels of a coaxial two-wheeled mobile robot does not have 

an encoder. Therefore, in this study, the coaxial mobile 

robot's movement sets the time for turning the motor. The 

rotation time of the motor was determined from the regularity 

due to time change by measuring multiple times. In addition, 

since the coaxial two-wheeled mobile robot can make a pivot 

turn that turns on the spot by rotating the left and right wheels 

in the opposite direction, the coaxial two-wheeled mobile 

robot is directed in the direction in which there is a person by 

this turning method. This turning is also performed by the 

rotation time of the motor as well as the amount of movement. 

E. Experimental Design 

There are four scenarios to test the control algorithm. In 

experiment I, the mobile robot moves to the target. The 

mobile robot moves to crowds in experiment II. In 

experiment III, the mobile robot moves to multiple targets. 

Finally, in experiment IV, the mobile robot autonomously 

moves around the outdoor environment. 

III. RESULT AND DISCUSSION 

A. Face detection using Circularity and Aspect Ration 

As verification experiments, we measure circularity [47] 

and aspect ratio [51], set parameters, and measure distance 

with a stereo camera. A thermal image of a human face was 

acquired using a thermal camera, and the circularity was 

measured. When measuring a person's face, we stood in front 

of the camera in a stationary state. The results are shown in 

Table 3. 

TABLE III.  MEASUREMENT RESULTS OF CIRCULARITY AND ASPECT 

RATIO 

Subject Circularity Aspect Ratio 

A 0.7992 0.6250  

B 0.7516 0.6591  

C 0.7755 0.8205  

D 0.8156 0.6136  

E 0.7882 0.5517  

F 0.7471 0.8000  

G 0.7320  0.5652  

H 0.8372 0.7179  

I 0.6972 0.7353  

J 0.7237 0.7813  

 

As a result of measuring the circularity of the face, it was 

found that the roundness of the human face is often 0.7 or 

more. However, it may be a little low, such as subject I, with 

a circularity of 0.6972. This is because the shape of the face 

part acquired by the thermal image changes depending on the 

hairstyle and the like.  

Therefore, we add a judgment method that considers 

circularity and the shape of the face. As a result of measuring 
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the aspect ratio of the face, none of them had an aspect ratio 

exceeding 1, but the difference between the minimum and 

maximum values is 0.2553. The reason for this is thought to 

be individual differences depending on the angle and system 

of the face. From this result, 0.5 to 0.9 is used as a human 

judgment for the aspect ratio. From this, human recognition 

is performed by setting the roundness of the face to 0.65 to 

0.9 and the aspect ratio to 0.5 to 0.9. 

B. Human Recognition Using Thermo Camera in Different 

Environments 

As discussed in the preceding section, camera systems are 

affected by surrounding illuminance conditions. Therefore, 

we compare human recognition by the thermal camera 

proposed in this study and human recognition by the Viola-

Jones method using a normal camera, which is the 

mainstream of face recognition [54], [55]. The environmental 

variations investigated were as follows: 

a) Outdoors in the sun 

b) Outdoors in the sun (backlit) 

c) Outdoor shade 

d) Outdoor shade (backlit) 

e) When the lighting is bright indoors 

f) When the lighting is dim indoors 

g) When the lighting is off indoors 

h) When people overlap 

i) When a person and a hot object overlap 

 

The left side of the figure is face recognized by a thermal 

camera, and the right side is face recognized by a Viola-Jones 

algorithm which is inbuilt in many commercial cameras. If 

human recognition is successful, it will be surrounded by a 

green border on a thermal camera and a yellow border on a 

normal camera. Figs. 15(a-i) show face recognition results in 

various environments. The measurement results at this time 

are summarized in Table 4.  

TABLE IV.  THE RESULT OF FACIAL RECOGNITION IN DIFFERENT 

ENVIRONMENTS 

Experiment Circularity Aspect Ratio 

A ○ ○ 

B ○ △ 

C ○ × 

D ○ × 

E ○ ○ 

F ○ △ 

G ○ × 

H △ (1 person only) △ (1 person only) 

I × ○ 

 

In the measurement results, ○ is an evaluation that can be 

recognized stably, × is an evaluation that cannot be 

recognized, and △ is an evaluation that is not stable but can 

be recognized. In Experiment h, when people overlapped, 

only one person was recognized. In addition, it was 

confirmed that recognition by the thermal camera was 

impossible in Experiment I when it overlapped with a high-

temperature object. From this result, it can be confirmed that 

the thermal camera can recognize the face stably with little 

influence from the illuminance and backlight of the 

environment. However, when the face overlaps with an object 

close to the temperature of the face or another person's face, 

the shape of the binarized image changes, and the face cannot 

be recognized. On the other hand, it was confirmed that in 

face recognition with a normal camera, the image becomes 

dark due to the influence of the illuminance and backlight of 

the environment, and stable face recognition cannot be 

performed. 

From this, it can be seen that the proposed human 

recognition system is strong against changes in the 

illuminance of the environment and can show significance, 

but it cannot be recognized when the human face overlaps 

with a human face or a high-temperature object. Finally, it is 

necessary to verify the case where the temperature is high as 

a whole, such as under the scorching sun, which will be an 

issue in the future. 

C. Distance measurement with fixed base 

We varied the separation distance of servomotors and 

target object position to determine the ideal conditions for 

determining the target’s distance. In the experiment, the 

separation distance of cameras varied between 0.2 – 1 m. Two 

target positions were chosen as (X,Y) = (-1, 2) m and (-1, 3) 

m. 

First, as a preliminary experiment, the servomotor is 

attached to a fixed stand (desk). The cameras are positioned 

L = 0.2 m apart centered at (X, Y) = (0, 0). Two objects are 

introduced, as shown in Fig. 15. We recorded five readings 

of the same position as shown by measured points. 

As can be seen from the graph in Fig. 16 and Table 5, the 

measured position deviated with an average error of 0.3 [m] 

and a standard deviation (std) of 0.3m from the actual 

standing position. It is possible that the cause of this is that 

the distance between the cameras is too close, and a slight 

angle shift has a large effect on the distance. Therefore, 

another experiment was conducted by increasing the distance 

between the cameras to cameras to 1 [m]. As seen from Table 

5, when the L = 1 m, an error of 0.2 m is reported with std = 

0.1 m, producing a more accurate measurement. 
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Fig. 15. Experiment results for different environmental conditions 

 

Fig. 16. Measurement of the distance from the stereo camera to the human. (L=0.2[m]) 

a) Result of the facial recognition in the sun. b) Result of the facial recognition with sun in backlight. 

c) Result of the facial recognition in the shade. 
d) Result of the facial recognition with shade in backlight. 

f) Result of the facial recognition in a dim room. e) Result of the facial recognition in a well-lighted room. 

g) Result of the facial recognition in the dark room. h) Result of the facial recognition when people are 

overlapped. 

i) Result of the facial recognition when a person overlapped with the hot 

object. 
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Fig. 17. Comparison of measurement of the distance from the stereo camera to the target (human) (a) object at (-1,2) and (b) object at (-1,3) 

D. Distance measurement on a coaxial mobile robot 

From the preliminary test, the distance between cameras 

should be as wide as possible, but due to hardware 

configurations, we could only get an L = 0.655 m between 

cameras when mounted on a coaxial mobile robot. The result 

of the distance measurement comparing the results of L=0.2, 

L=0.66, and L=1 m is shown in Fig. 17(a) and Fig. 17(b) and 

summarized in Table 5. From this, the distance between the 

cameras should be as wide as possible. 

TABLE V.  AVERAGE ERROR AND STANDARD DEVIATION OF THE 

MEASUREMENT RESULTS 

  
The distance between two cameras  

0.2[m] 0.655[m] 1[m] 

Human Position 
(X,Y) [m] 

-1,2 -1,3 -1,2 -1,3 -1,2 -1,3 

Average error [m] 
0.26

58 

0.28

09 

0.29

73 

0.26

70 

0.20

76 

0.20

95 

Standard deviation 
0.28
70 

0.22
25 

0.14
05 

0.25
82 

0.15
23 

0.13
01 

 

E. Robot experimental results 

In this section, we describe the overall results obtained. 

The experiment was conducted to capture the purpose of this 

research of human recognition and navigating autonomously 

to the target. In the setup, we conducted a running experiment 

assuming public relations activities (distributing pamphlets, 

measuring temperatures, helping with sanitization, etc.). The 

distance from the robot to the person is measured using the 

proposed system, and the robot is stopped 2 m in front of the 

person to avoid a collision. In this experiment, we asked the 

collaborators to stand with their faces raised as much as 

possible to obtain the correct distance. The running 

experiment is performed in the following four scenarios, each 

verifying a use case: 

I. A person is standing in front of the robot. 

II. A group of people and one person stand in front of 

the robot. 

III. Attending to a sparse group following a track. 

IV. A person standing outdoors in front of the robot 

 

In summary, driving experiment, I recognized a person 

and approached the person stopping at a safe distance of 2 m 

from the target. Driving experiment II recognizes multiple 

people and is expected to move towards the crowd first. 

Driving experiment III identifies and follows a track to attend 

to all the targets (people). Experiment IV was conducted to 

verify the performance in an outdoor environment. The 

traveling track was monitored by LRF and reported herein to 

confirm the system performance. 

Experiment I: Autonomous Movement to Target 

The graphs below show the performance of the running 

experiments with various scenarios. In the graph, four states 

of the robot are indicated as Start, Move, Turn and Stop. The 

target (human) is shown in “X” at varying positions. The blue 

lines indicate the start position of the robot. The red plot is 

the robot turning state. The green plot is the robot moving. 

The purple plots show-stopping/stationary 2 [m] in front of a 

person. Yellow plots are nearby walls and objects. 

Fig. 18 shows the layout and results of the running 

experiment I. The robot starts at (X, Y) = (0, 1) m, and the 

target is at (X, Y) = (-1, 4) m. The distance from the initial 

robot position to the target is estimated to be about 3.16 [m], 

and the angle is estimated to be about 18.4 [deg] using the 

camera system. The values measured by the stereo camera are 

shown in Table 6. As seen in Table 6, the difference between 

the true value and the measured value is about 0.15 [m] for 

the distance and about 0.8 [deg] for the angle. The robot 

moved to (X, Y) = (-0.5, 2) m and stopped as shown. 

(a) (b) 
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TABLE VI.  THE DISTANCE AND ANGLE MEASUREMENT OF DRIVING TEST Ⅰ. 

  X[m] Y[m] Distance[m] Theta[deg] 

Actual value -1.0000  3.0000  3.1623 18.4349 

Measured value -1.0046 3.1583 3.3143 17.6446 

 

 

Fig. 18. Running locus of driving test Ⅰ 

Experiment II: Autonomous Movement to Crowds 

Next, in order to verify whether the robot would move to 

the group, we conducted experiment II as shown in Fig. 19, 

with two people standing in front of the left and one person 

in front of the right of the robot. The number of people is 

determined by the number of center points of each face when 

performing face recognition. From the results in Fig. 19, it 

can be seen that the movement is toward the group. 

 

Fig. 19. Running locus of driving test ⅠI 

Experiment III: Autonomous Movement to Multiple 

Targets 

In practice, people are not stationary, and as such, tasks 

should be performed in a subsequent manner. In the third test 

run, we conducted the experiment assuming multiple targets 

that are spaced out in the environment. Each individual is 

attended to with a certain service period, after which the robot 

moves to the next target. As a means of attending to all the 

targets while following the specified route, the approximate 

angle of the person is obtained, the distance is measured, and 

the robot moves to the recognized person's location. In 

driving test III, if there are people at similar angles on the left 

and right, the person on the left is recognized first due to the 

flow of the program. The robot first stops at (X, Y) = (0, 0.5) 

m to attend to the target at (X, Y) = (-1, 3) m before 

proceeding to final stop at (X, Y) = (0, 3) m to attend to the 

target at (X, Y) = (1, 5) m as shown in Fig. 20. The initially 

measured values are shown in Table 7. From the table, the 

first target was near and located on the left and thus was given 

priority. 

First, the coaxial mobile robot recognizes the person on 

the left and measures the distance and angle. After moving in 

front of the first target, the robot was able to search for a new 

target on the spot and head for the new target. From this, we 

searched for a person and succeeded in moving to an 

appropriate place. 

TABLE VII.  THE DISTANCE AND ANGLE MEASUREMENT OF 

DRIVING TEST ⅠII. 

 

First Target Second Target 

Distance[m] Theta[deg] Distance[m] Theta[deg] 

Actual 

value 
3.1623 18.4349 4.135 -38.1146 

Measure
d value 

3.1273 18.759 3.6951 -35.7879 

 

 

Fig. 20. Running locus of driving test ⅠII  

Experiment IV: Autonomous Movement in Outdoor 

Environment 

The previous experiments explored indoor scenes 

confirming the validity of the system. In this case, we 

investigated an outdoor environment that is seen as a 

challenge for the thermal camera due to sun rays. The 

experiment is conducted with a person standing at (X, Y) = 

(1, 4) m in front of the robot, as shown in Fig. 21. As seen in 

an outdoor environment, human recognition was also 
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successful as the robot followed the expected sequence of 

states and stopped as expected.  

Through various scenarios, the system performance was 

confirmed with satisfactory robot movement. In addition, 

since the number of people could be grasped from the driving 

experiment II and moved in a large number of directions, it 

was confirmed that efficient movement is possible when 

assuming public relations activities. However, it can be seen 

that the distance accuracy is low through running 

experiments. It can be seen that the distance between cameras 

affects the decrease in distance accuracy as described in the 

experiment on the distance between cameras of stereo 

cameras. Regarding the angle from the robot to the 

recognized person, there is a difference of up to about 7 [deg] 

between the true value and the measured value, but the 

distance from the position where the robot stopped to the 

person is about 2 m. It is considered that there is no problem 

in conducting public relations activities that the inclination of 

the main body of the coaxial mobile robot has a deviation of 

7 [deg]. 

In outdoor driving experiments, multiple objects were 

reflected in the thermal image, but we succeeded in 

distinguishing them by human recognition based on the 

circularity and aspect ratio. In addition, the coaxial two-

wheeled robot may be strongly affected by the wind and other 

dynamic objects when traveling and may not be able to move 

to the correct position. Therefore, it is a future task to measure 

the distance in real-time. At the time being, distance 

measurement is conducted by the stereo camera system, and 

LRF is used to verify performance (plots) and is not 

integrated into the system. 

 

Fig. 21. Running locus of driving test ⅠV 

IV. CONCLUSION 

We designed a human tracking system using a coaxial 

mobile robot based on a stereo thermal camera and confirmed 

autonomous maneuvering in multiple scenarios (use cases) as 

would apply in public relations. In human recognition, we 

succeeded in discriminating by the circularity and aspect ratio 

of the human face from thermal images. The circularity of the 

human face was found to be between 0.65 to 0.9 in the test 

subjects employed. To increase the discrimination of the 

target, we incorporated the face aspect ratio to improve the 

detection algorithm. From the verification results, the face 

recognition system was robust to environmental changes with 

successful discrimination in shadows, different lighting 

conditions, and dark places. The system fails to perform 

accurately when a person overlaps with another person or a 

hot object that mars the shape of the face.  

In distance measurement, we utilized a steerable stereo 

camera using servo motors to deliver a wider sweep of the 

search path. This is a key to better performance compared to 

a fixed base, making it possible to search for a wide range of 

targets. From the verification results, we found that the wider 

camera separation distance gave better measurement 

accuracy. However, distance measurement using stereovision 

is inferior in distance accuracy compared to laser 

rangefinders. In this study, there is an error of about 0.3 m 

between the true value and the measured value. Therefore, 

improvement of the distance measurement function is 

required. The laser range finder has been mainly used for 

distance measurement in recent years, and the distance 

measurement accuracy is very high at the millimeter level. 

From this, it is considered that accurate distance 

measurement is possible by combining the angle from the 

robot to the stereo camera with measurements from LRF.  

In addition, due to the characteristics of the coaxial 

mobile robot, it became clear during a running experiment 

that the robot body tilted when running or stopping, and the 

accurate angle in the height direction might not be measured. 

From this, it is considered that the center of gravity of the 

motion dynamics will affect the accuracy of readings. This 

should be considered to either counter the tilts and swings or 

perform recordings with the stabilized system. The downside 

to waiting would be on increased operation time.  

Finally, we conducted running experiments with multiple 

scenarios and confirmed that we could recognize people and 

move the robot autonomously as expected. We confirmed 

that it was possible to operate both in indoor and outdoor 

environments with varying targets. However, since the 

distance is not measured in real-time, it was not possible to 

respond adaptively to changes in the environment like 

dynamic obstacles and disturbances such as wind. As a 

remedy, it is possible to improve performance by integrating 

LRF results to detect disturbance and react as the need arises.  

As a future policy, with the drive-type stereo camera 

proposed in this research, it takes time to move a person to 

the center of the screen by driving a motor. It is necessary to 

increase the speed to use it as a public relations function. In 

addition, since it is necessary to improve the distance 

accuracy, it is required to use an LRF to speed up and 

improve the accuracy of distance measurement. As a method, 

it is possible to measure the angle and distance of a person by 

measuring the angle with a servomotor and the distance with 

a laser range finder by driving a laser that measures the 

distance on a straight line simultaneously as driving the 

camera. Alternatively, it is a method of measuring the 

angle/distance of a person by comparing the angle/distance 

information obtained from the laser range finder that scans 

the laser in the horizontal direction used for measuring the 

traveling locus with the angle of the servomotor. It is 

expected to solve this by performing human recognition with 

the thermal camera that proposed human recognition as 
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described above and using laser distance measurement for 

distance measurement. 
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